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Campus Universitario UNA, San Lorenzo, Paraguay

1edavalos@pol.una.py

http://www.pol.una.py

Abstract. Network Virtualization offers a solution for Future Internet
and it is a key enabler for cloud computing applications. Virtual Network
Embedding (VNE) problem deals with resource allocation of a physi-
cal infrastructure to Virtual Network Requests (VNRs). Several perfor-
mance metrics are employed in order to evaluate the efficiency of specific
VNE approaches. These existing metrics, mostly related to Infrastruc-
ture Provider profit, are computed at the end of the VNE process, after
embedding many VNRs. This work proposes a novel performance metric,
VNE-NP (VNE Normalized Profit) which combines aspects of the two
metrics most used in the literature: Blocking Probability and Embedding
Cost.

Keywords: network virtualization; performance metrics; virtual net-
work embedding

1 Introduction

Network architecture is critical for cloud computing applications, which require
distributed datacenters interconnected through high data transfer and low de-
lay networks [1]. Besides, a high level of virtualization in datacenters resources
and networking devices are required for the provisioning of cloud services, which
explains the increasing importance of technologies related to Network Virtual-
ization [2].

The problem of optimally assigning resources of a physical network to Virtual
Network Requests (VNRs) is usually named Virtual Network Embedding (VNE)
problem and it is the main resource allocation challenge in Network Virtualiza-
tion [3].

Several performance metrics have already been used to compute how optimal
or efficient a specific VNE approach is. Surveys as [3] and [4] present these
metrics, which are computed at the end of a VNE process (a large amount of
VNR mappings), and are related to Quality of Services (QoS) or profit issues.

In this work, we present an overview of the performance metrics that are used
to evaluate profit-related aspects. Next, a new performance metric is proposed
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for the first time, named VNE Normalized Profit (VNE-NP), considering both
aspects of efficiency in finding a possible mapping of a specific VNR as well as
physical network resources utilization.

The rest of this work is organized as follows: Section 2 presents a VNE for-
mulation and main performance metrics, while the performance metrics related
to economical profit are discussed in Section 3. Section 4 proposes the novel
VNE-NP metric and a VNE example shows its viability. Section 5 concludes
this work.

2 Virtual Network Embedding (VNE) Problem

2.1 Physical Network

When considering a VNE problem, a physical network is modeled as an undi-
rected graph GP = (NP, LP) where NP is the set of physical nodes and LP is
the set of bi-directional physical links.

Each physical node nP ∈ NP can be considered as connected to a datacenter
whose available computing capacity is represented by a single parameter cn,
usually called computing resource capacity.

At the same time, the physical links lP ∈ LP interconnect physical nodes.
Each physical link is characterized by its available bandwidth indication, i.e. its
capacity to support data traffic.

2.2 Virtual Network Requests

Each virtual network request (VNR) is also usually modeled as an undirected
graph GV = (NV, LV) where NV is the set of virtual nodes and LV is the set
of virtual links. The requirements of each virtual node and each virtual link are
typically related with the same parameters that characterize physical nodes and
links respectively, i.e. each virtual node requires a specific number of computing
resource units, while each virtual link requires a specific bandwidth.

2.3 VNE Problem Formulation

A given VNE algorithm should process one VNR at a time, trying to efficiently
allocate virtual nodes into physical nodes and virtual links into paths formed
by physical links. Therefore, a VNR allocation process can be divided in two
mapping functions:

1. Virtual Node Mapping (VNM), which assigns each virtual node nV to a
physical node nP:

V NM := f(nV → nP) (1)
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2. Virtual Link Mapping (VLM), which assigns to each requirement of virtual
link lV a path of consecutive physical links:

V LM := f(lV → pP) (2)

pP ∈ PP where PP is the set of all possible paths (or lightpaths in the case
of a physical optical network) between a pair of physical nodes which host
the corresponding pair of virtual nodes interconnected by lV.

A feasible solution must comply with specified restrictions, mostly related
to the availability of physical resources to host virtual nodes or links, and the
nature of the physical network.

Each VNR allocation may be chosen to optimize a single objective function,
or multiple objective functions, in order to choose the most convenient solution
among all feasible alternatives. In this sense, each VNR allocation can be consid-
ered as an optimization problem, with a discrete and finite number of solutions
that satisfy specific restrictions.

If the VNE process succedded in finding a feasible (and ideally optimal) solu-
tion, then the VNR is embedded and the physical resources required are assigned
to it. Otherwise, the VNR is blocked. There is not partial VNR allocation.

2.4 VNE Global Performance Metrics

The individual result in the allocation or blocking of a single VNR does not
define the real efficiency of the whole VNE process. The VNE process comprises
multiple VNR allocations and it is evaluated by global, long-term Performance
Metrics, which can only be computed at the end of a whole VNE process, typ-
ically given by a period of working (or simulation) under a required load envi-
ronment.

VNE performance metrics can be classified into those related to: (i) resources
spending or economical profit, (ii) Quality of Service issues, and (iii) others met-
rics [3]. The main performance metrics, utilized in almost all VNE approaches,
are those related to resource spending or economical profit. Therefore, they will
be explained in detail in next section.

3 Resources Spending or Economical Profit Metrics

These type of metrics try to measure how efficient is the VNE method in the
utilization of physical resources or to accept the maximum number of VNRs. In
this context, the most referenciated/used performance metrics are:

– Accepted Ratio[5];
– Embedding Cost [6];
– Embedding Revenue[7]; and
– Revenue/Cost Relation[8].
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3.1 Accepted Ratio

Accepted Ratio performance metric [5] measures the relation between the number
of accepted (not blocked) VNRs (V NRAcc) over the total number of VNRs
considered in the process (V NRTot):

AcceptedRatio =

P
V NRAccP
V NRTot

(3)

The values of Accepted Ratio is in the range [0,1] and higher values of this
metric indicate better performance of a specific approach. For online problems,
this metric is usually considered as its complement and called “Blocking Rate”
or “Blocking Probability”:

Blocking Rate =

P
V NRBlockP
V NRTot

(4)

where
P

V NRBlock is the number of blocked VNRs, and therefore:

Blocking Rate = 1−AcceptedRatio (5)

Accepted Ratio represents the efficiency in finding a solution for allocating a
VNR. However, an approach specially designed to declive this metric, can accept
all VNRs with fewer amount of required resources and with simpler topologies,
while blocking more complex VNRs.

3.2 Embedding Cost

Embedding Cost [6] or Physical Resource utilization performance metric com-
putes total cost of embedding, in terms of physical resources that were needed
to embed accepted requests.

The embedding cost of an individual V NRi (CostVNR
i ) can be considered as

proportional to physical resources needed to perform virtual node and virtual
link mappings:

CostVNR
i = (γ

X
NP

cPn,i + δ
X
LP

BP
l,i).HTi (6)

where cPn,i represents physical node resources assigned to virtual nodes of V NRi;

BP
l,i are physical link resources (bandwidth) assigned to virtual links of V NRi;

while γ and δ are coefficients that relate real costs per time unit of node resources
and bandwidth resources of physical paths. At the same time, HTi is the Holding
Time (lifetime) of a single request V NRi. If the problem is a static VNE, HTi

can be considered as equal to 1, or it may not be considered at all.
The Embedding Cost performance metric can be defined as the sum of all

the embedding costs corresponding to accepted (not blocked) VNRs:

Embedding Cost =
X
Acc

CostVNR
i (7)
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The values of this metric are not normalized and the VNE strategy must try
to minimize its value, looking for an efficient utilization of physical resources.
However, this metric does not consider neither the number of blocked VNRs,
nor the number of total resources succesfully embedded, so it is also a partial
view of VNE efficiency.

3.3 Embedding Revenue

Embedding Revenue considers that the revenue of a VNR is proportional to the
number of total node and link resources requested by virtual networks[7], [9].

The potential revenue of a single V NRi, or RevenueVNR
i (which can be

effective, once embedded) can be defined as:

RevenueVNR
i = (α

X
NV

cVn,i + β
X
LV

BV
l,i).HTi (8)

where α and β are coefficients related to real revenue per time unit, of each
unit of computing capacity resources cVn,i required by a virtual node and amount

of spectrum/wavelength BV
l,i required by virtual links (network resources) of

V NRi.
The Embedding Revenue performance metric can be defined as the sum of

all potential revenues corresponding to all accepted VNRs:

Embedding Revenue =
X
Acc

RevenueVNR
i (9)

The Embedding Revenue is a metric that must be maximized, looking for
better profit of the Infrastructure Provider or InP and, as the previous metric,
their values are not normalized.

3.4 Revenue/Cost Relation

Revenue/Cost Relation performance metric indicates the ratio between Embed-
ding Revenue and Embedding Cost [8], [10]:

Rev/CostRelation =
Embeding Revenue

Embedding Cost
(10)

This VNE performance metric does not express global efficiency of a VNE
approach, because it is focused, as Embedding Cost and Embedding Revenue
metrics, only in accepted VNRs. A VNE strategy rejecting a lot of VNRs may
be very efficient in physical resources utilization, and therefore with a good
Revenue/Cost Relation, but with a high blocking probability.

Revenue/Cost Relation performance metric must be maximized, for a good
profit of the InP. Furthermore, if the values of parameters α, β, γ, and δ are
taken equal to one, this metric can be considered as normalized, with its values
varying between 0 (in the worst case) and 1 (for a perfect VNE process with all
virtual links mapped to single physical links) [8].
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4 A Novel Profit-Related Performance Metric: VNE-NP

As we have seen, the diversity in the topology of each VNR and the resources
that requires, makes that none of the above mentioned performance metrics
is able to reflect all the different aspects of the problem, failing in adequately
comparing the efficiency of two or more different approaches.

The Accepted Ratio metric evaluates only how many VNRs were accepted,
without taking into account neither the potential lost revenue when large VNRs
were blocked nor the efficiency in the utilization of physical resources in the
VNE process. In terms of InP profit, there can be a considerable difference in
blocking a relative large VNR, than blocking a small one that only requires a
small number of resources.

The Embedding Cost metric only evaluates how efficiently is the VNE ap-
proach in physical resources utilization, with no consideration about the number
of blocked VNRs and their potential lost revenue.

On the other hand, the rest of the considered metrics: Embedding Revenue
and Revenue/Cost Relation do consider the revenue generation of accepted re-
quests but gives a partial evaluation since only consider the cost of accepted
VNRs.

To mitigate this situation with the already published metrics, a novel profit-
related performance metric is proposed in this work, named Virtual Network
Embedding Normalized Profit (VNE-NP). First, Potential Revenue is defined as
the Total Revenue of both accepted and blocked VNRs (not only accepted VNRs
as in Embedding Revenue):

Potential Revenue =
X
Tot

RevenueVNR
i (11)

The VNE-NP metric is defined by:

V NE −NP =
Embed.Revenue− Embed.Cost

Potential Revenue
(12)

It is important to notice that while Embedding Revenue, Embedding Cost
and Revenue/Cost Relation are computed over only the accepted (not blocked)
VNRs as can be seen in (7), (9) and (10), the Potential Revenue (11) considers
both accepted and blocked VNRs.

The VNE-NP performance metric expresses Net Profit of a single success-
fully embedded VNR as the difference between its Revenue and Cost, which are
normalized by the total Potential Revenue of all VNRs in the process (blocked
and accepted VNRs).

An additional benefit of VNE-NP is its normalization over potential total
revenue, which permits a better comparison among different instances of the
problem.

This way, VNE-NP takes into account all important aspects of profit for a
VNE process, including:
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Table 1. A comparison among the five VNE performance metrics studied

Performance Metric
Min/
Max

Norma-
lized

Affected by
blocked
VNRs

Affected by
utilization of
physical res.

Affected by
getting more

revenue

Accepted Ratio Max Yes Yes No No

Embedding Cost Min No No Yes No

Embedding Revenue Max No Yes No Yes

Rev./Cost Relation Max Yes No Yes Yes

VNE-NP Max Yes Yes Yes Yes

1. the ability of finding a feasible solution for any VNR and therefore to accept
the larger possible potential source of profit (Potential Revenue);

2. the efficiency of a VNE algorithm in physical resources utilization in the
embedding process; and

3. the ability in generating more revenue, accepting more complex requests.

The above advantages are shown in Table 1, which compares the five metrics
in these three above mentioned aspects.

In what follows, an example is presented to show the difference of using VNE-
NP with respect to other known metrics and how it can represent a better figure
of merit for InP profit for different situations.

4.1 An Example of VNE-NP Application

In Fig. 1 (a) it can be seen a physical network with five nodes (nP
1 to nP

5 ) and
six links (lP1 to lP6 ). Each physical node has three available CPU units and each
physical link has two bandwidth units (indicated in parenthesis). Figure 1 (a)
also shows three VNRs (VNR 1, VNR 2 and VNR 3) which must be embedded
in the physical network using a VNE approach. Each virtual link requires one
bandwidth unit, and each virtual node requires one CPU unit, which are not
indicated in the figure for simplicity.

We also consider three different VNE algorithms (VNE algorithms A, B and
C) which offers three different embedding solutions showed at Figures 1 (b), (c)
and (d) respectively.

As we can see in Fig. 1 (b), VNE Algorithm A only was able to embed VNRs
1 and 2 while VNR 3 could not be allocated, because there were not enough
physical link resources. On the other hand, in Fig. 1(c), Algorithm B succedded
in embedding VNRs 2 and 3, but it could not embed VNR 1. However, Algorithm
C was successfull in embedding the three VNRs, as it is showed in Fig. 1(d).

Notice that the three VNRs require different numbers of virtual nodes and
virtual links and the total demand of resources are different, and that is why
they represent different amount of profit for the InP.

Let us calculate and compare the values of the five performance metrics
related to InP profit already defined: Accepted Ratio, Embedding Cost, Embedding
Revenue, Revenue/Cost Relation and VNE-NP.
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Fig. 1. (a)Initial situation; (b)Embedding of VNE algorithm A; (c)Embedding of VNE
Algorithm B; (d)Embedding of VNE Algorithm C.

Taking α = β = 2 (The revenue of embedding a virtual node or link gives to
the InP an equivalent revenue of two physical units), and γ = δ = 1 (CPU units
cost the same as Bandwidth units), Table 2 shows the values of the five different
performance metrics for the three VNE algorithms.

4.2 A Discussion of the Results

An initial and important observation is that Algorithm C reaches best values
for 4 out of 5 metrics: Accepted Ratio, Embedding Revenue, Revenue/Cost Re-
lation and VNE-NP. That was an expected result, since Algorithm C succedded
in embedding the three VNRs, reaching the best revenue and revenue/cost rela-
tion in the process. Only Embedding Cost found Algorithm A as the best. This
indicates that this metric can be strongly influenced by the diversity of resource
demands for different VNRs and can fail in performing a good evaluation.

Now, we can obviate Algorithm C and compare only results for Algorithms A
and B for the four remaining performance metrics. We can notice some important
aspects:

– Accepted Ratio shows the same results for both algorithms A and B (0,67).
Although these algorithms embedded two VNRs and blocked one, the po-
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Table 2. Values of Performance Metrics for the studied VNE algorithms

Performance Metric Algorithm A Algorithm B Algorithm C

Accepted Ratio 0,67 0,67 1,00
Embedding Cost 13,00 18,00 21,00
Embedding Revenue 22,00 30,00 40,00
Rev./Cost Relation 1,70 1,67 1,90
VNE-NP 0,23 0,30 0,48

tential revenue of VNR 2 is larger than VNR 1 given that VNR 2 needs more
resources. This important aspect is not considered when using Accepted Ratio
performance metric.

– Revenue/Cost Relation found better results for Algorithm A, while the two
remaining metrics: Embedding Revenue and VNE-NP coincide in finding
Algorithm B better than Algorithm A. The difference in complexity between
blocked VNRs indicates that this is the expected result. That suggests that
Revenue/Cost Relation fails in adequatly compare these two algorithms.

This analysis indicates that for the above example, Embedding Revenue and
VNE-NP best express the economical benefit of the InP and the ability in em-
bedding more complex VNRs, with a clear advantage in using VNE-NP given
that it is normalized while Embedding Revenue is not.

5 Conclusion

Virtual Network Embedding (VNE) problem leads with the efficient allocation
of physical network resources to virtual network requests. A VNE aproach is
evaluated with global, long-term performance metrics, that are computed at the
end of a VNE process (or simulation).

Most used VNE performance metrics are related to economical profit of In-
frastructure Provider (InP), being “Embedding Cost” and “Accepted Ratio” the
most cited in the literature. However, they can loose objectivity when the re-
sources requested by virtual network requests (VNRs) are heterogeneous, as
shown in Section 4.

In this work, we propose a novel performance metric, named Virtual Network
Embedding-Normalized Profit (VNE-NP), presenting an example where the pro-
posed metric proved to give a better figure of merit than any other metric. The
proposed performance metric offers a good, normalized representation of the
profit reached by an InP in the VNE process, and considers both the savings
in physical resources utilization as well as the ability of finding feasible efficient
solutions for a maximum number of VNRs.

In future works, the authors plan to implement VNE-NP to network simula-
tors, in order to evaluate VNE instances jointly with other performance metrics.
Besides, it would be interesting to study real economical values of physical net-
work resources (nodes and links resources) in cloud applications, aiming a more
real evaluation of VNE-NP metric.
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A shadow removal approach for a background
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Abstract. This paper presents preliminary results of an algorithm for
shadow detection and removal in video sequences. The proposal is that
from the base of the background subtraction with the Visual Back-
ground Extraction (ViBE), which identifies areas of movement, to apply
a post processing to separate pixels from the real object and those of the
shadow. As the areas of shadows have similar characteristics to those of
the objects in movement, the separation becomes a difficult task. Conse-
quently, the algorithms used for this classification may produce several
false positives. To solve this problem, we set to use information of the
object involved such as the size and movement direction, to estimate the
most likely position of the shadow. Furthermore, the analysis of similar-
ity between the present frame and the background model are realized,
by means of the traditional indicator of normalized cross correlation to
detect shadows. The algorithm may be used to detect both people and
vehicles in applications for safety of cities, traffic monitoring, sports anal-
ysis, among others. The results obtained in the detection of objects show
that it is highly likely to separate the shadow in a high percentage of
effectiveness and low computational cost; allowing improving steps of
further processing, such as object recognition and tracking.

Keywords: Video processing, Object detection, Segmentation

1 Introduction

Video analysis systems have become a useful tool not only in industry but also
in the research field. Digital video surveillance has proved fundamental for both
forensics pericia and crime prevention. Particularly, security in Argentina is a
critical issue which must be dealt with immediately; therefore, many monitoring
centers and camera observers have arisen. Being this procedure not efficient
enough, it is highly important to count with techniques of video analysis that
may help operators with their daily tasks. Consequently, this research group has
submitted different research works mainly showing the architecture of an open
distributed system, and also scalable [1].

? Corresponding author.
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The complexity of the presented algorithms lies in working in dynamic envi-
ronments, as exterior cameras are, being under the threat of weather conditions.
To diminish these hardships, moving windows as detailed in [2], are usually used,
being their objective focusing on applying a logic operation to process only those
movements detected within their range of vision.

These object tracking algorithms are eventually used in video-analysis plat-
forms to detect and analyze certain situations of special interest. In this context,
shadows considerably affect the perception of the detected objects, as shown in
Figure 1, since it drastically alters an aftermath classification by color or size;
then, it has to be reduced someway.

Fig. 1. Images of different cases were the shadow changes the object size and form.

The present research work focuses on being able to detect and eliminate
shadows from videos in grayscale, or color space transformed to grayscale (ie.
rgb2gray o HSV corresponding to component Value). This consideration is proper
since many low-cost cameras do not usually provide images of sufficient quality,
also affected by video stream compression. The novelty of the suggested method
is that it uses information coming from the object and its orientation, to de-
termine before hand the position of the shadow. Then, a traditional method is
applied in the external region of the object which considers characteristics of
texture and color in areas of shadows.

This research work is organized as follows: Section 2 describes stats of the
Arts; Section 3 the VIBE method for background subtraction and the intro-
duced modifications. In Sections 4 and 5, the proposal shadow detection method
and the results are presented. Finally, Section 6 presents conclusions and future
works.

2 State of the Art

The techniques of detection of events used in Video-Survillance systems are
mainly based on quickly discriminating of movement from a fixed video camera.
Research works as [3], describe the most common algorithms to detect and track
objects. In [4], there is a special comparison between the different algorithms of
basic detection, concluding that their combination may be absolutely useful to
diminish false positive rates; while keeping the time and rate of true positives.
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The background subtraction commonly used classify shadows as a part of the
objects, what alters both size and shape of the objects, affecting consequently
the efficacy of such algorithms [5]. Also, it hinders some other procedures which
need the result of the detection of objects, such as classification or tracking of
the trajectory and also, analysis of certain behavior: loitering, vandalism, traffic
lawbraking, among others. This problem also affects those techniques based on
characteristics [6].

There is different research on the detection and separation of shadows. Some
algorithms that worked with static images are computationally complex and are
not applicable for video analysis in real time [7]. Other algorithms are specially
designed for video in either greyscale or color, and also have a lower compu-
tational cost. To perform classification, most bases on the basic common char-
acteristics of the area with shadows: areas darker than the background Of the
scene, uniform and invariable color or texture, etc. Even though these charac-
teristics allow creating candidates to determine the areas of shadows, they are
not decisive; therefore, all of the methods fail in the classification because many
times part of the objects also satisfy these conditions [8] [9]. In specific, another
group of algorithms include information about the geometry of the shadow or
the illumination model, some of them only specialized in the shadows of people.

3 Background subtraction in video

The present research work makes use of the Visual Background extractor (ViBE),
as suggested in [10], which behaves properly in different environments commonly
used in video surveillance. Among the virtues in applying this method we may
highlight the low computing time, the high detection rates and the strength in
noise existence, highly necessary features in surveillance camera captures used
at present. Likewise, the present proposal may be also applied to some other al-
gorithms [3]. Figure 2 depicts background subtraction accomplished with ViBE
for a particular frame of urban video surveillance. In the example, the origi-
nal image is shown and to its left, the foreground components detected, people
and vehicles. The shadow projection coming from the bus is part of the object,
notably deforming its shape, and increasing its size to approximately a 50%.

Fig. 2. Video image, left, and background subtraction with ViBE, right, for a video
captured in a video surveillance camera.
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ViBe is a pixel based modeling background algorithm, choosing at random
way samples of the intensity of each pixel considering the previous frames from
the incoming video. Figure 3 depicts the sequence of steps of the original ViBe
algorithm and the modules included for a better classification. The module De-
tection, classifies scenes as background or foreground, calculating the distance
between each pixel in a present image with regard to the samples stored in the
background model.

Updating of the background model for each pixel is aleatory, being likely
to replace one of the stored values for a new intensity value of the same pixel
in the present frame (Figure 3, module Update model). This updating mecha-
nism allows preserving background pixels, while motion ones are partially dis-
carded in time. It is essential that only those pixels processed and classified as
background replace samples in the corresponding background model. Inserting
wrongly classified pixels which belong to objects in motion, foreground, or that
become uncertain in the classification may significantly alter the detection re-
sults. This instance is of utmost importance since it has allowed the introduction
of improvements to the original ViBE method achieving a better rate detection,
mainly to adapt the algorithm to scene movements or dynamic background, de-
tected as false positives, or the refilling of those objects not fully detected, false
negatives, [11] [12].

This paper adds the algorithm of morphologic operation such as opening,
closing, holes refilling. In order to attain connected components, the larger ob-
jects are selected whereas the little and isolated ones are discarded (Countour
and Refilling module). Once this process was carried out, the algorithm of cast
shadow separation of the real object is applied (Shadow module).

Fig. 3. ViBE algorithm and implementation of modules of improvement

The present module suggests correcting only those pixels classified as fore-
ground which correspond to shadows. It should be noticed that it is not proper
to classify shadows as background, since these samples should not modify or
alter the background model, when updating the model, to avoid further errors
when classifying.
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4 Shadow detection proposal

To detect and eliminate shadows it is possible to apply the Normalized Cross
Correlation NCC between the present image, I, and an image representative of
the background, B, adjusting with properties typical of a shadow as shown in [13]
and also, incorporating to the original NCC method, elemental knowledge of the
objects to improve detection rate, both detailed below.

4.1 Identification of potential pixels with NCC

NCC indicator allows identifying similar images with different scales of intensity.
To represent the background, B, an image obtained from those samples randomly
selected by ViBE as representative of the background model was used, see Figure
3.

For each pixel (i,j) classified as foreground by ViBe, neighbours in a square
region R were considered centered in this pixel. The candidate pixels to be
classified as shadows are those whose value of correlation is high, considering
this region of neighbours:

C(i, j) =
NX

n=−N

NX
m=−N

(I(i+ n, j +m) ∗B(i+ n, j +m)) (1)

where I(x, y) and B(x, y) is the intensity value of the pixel in images I and
B, respectively; and the size of R is (2N + 1)2.

The correlation gets normalized as:

NCC(i, j) =
C(i, j)p

mI(i, j) ∗
p
(mB(i, j)

(2)

where mI(i,j) and mB(i,j) are the second central moment within the same
region R centered in the pixel (i,j), in image I y B, respectively.

The reference value to detect shadows with NCC (Eq. 2) is a high value
defined within the [0.95-0.98] range [13], being used as a previous step to detect
possible candidates.

Then, pixels are rectified using statistics in region R considering the analysis
of the relationship between the values of intensity corresponding to images I and
N for each pixel (i,j)

α(i, j) =
I(i, j)

B(i, j)
(3)

The areas of shadow have to be adjusted to a definite range of values, where
α in Eq. 3 is usually defined in [0.4-1] range, because of the darkness of the
shadow over the background model [13]. Furthermore, the standard deviation of
the α relationship calculated in region R of neighbours must have a low value
since the area of shadow is a homogeneous region. It is advisable to consider a
standard deviation lower than 0.05 in region R bearing a size of 5x5 pixels, and
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N equal to 2. The problem of the original method [13] is that it generates false
negatives whenever the value of the intensity of the object coincides with the
values of the shadow.

Figure 4 depicts a frame of the video Pedestrians [14] and another frame of
a video of urban surveillance (right). The first row in Figure 4 highlights the
result of the background subtraction with ViBE. It can also be observed in the
case of the pedestrian that the shadow (false positives) is not connected to the
body; and in the case of the vehicle, the shadow is projected in the lower part,
deforming the object

In the second row in Figure 4, parameters recommended for NCC (Eq. 2)
larger than 0.95 and for α within the range [0.4-1] were used. It can be observed
that shadow detection may not always be right, as happens on the legs of the
pedestrian, and also, on the glasses of the vehicle, generating false negatives.
The method is not working properly, mainly in the scenes where there is light
reflex, or when the background resembles the shadow. In these cases, different
values of α and standard deviation were considered, depending on the noise in
the video signal, and in cases where the shadow turns darker.

Fig. 4. Background subtraction and shadow detection. Original image or Object con-
tour with detected shadow (left) and resulting mask (right). ViBE algorithm (top).
Shadow detection algorithm with NCC (center) and Shadow detection with the pro-
posed algorithm (below)

4.2 Shadow elimination based on object information

The purpose of this project was not to apply previous rules for NCC in potential
areas of the true object, Firstly, shadow classification is performed at the level of
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a rectangular region or detected blob (components connected to the foreground
mask detected by ViBE) and not of each isolated pixel as it happens in the
original version of the method [13]. Therefore, the suggestion is to utilize the
spacial information within this region in image I. When working with videos of
people or vehicles from a video with a fixed camera, it was considered to include
further knowledge of some of their properties such as orientation, shape or size.

If the case is to enclose people or vehicles within an ellipse using the mass
center of the foreground mask, it is highly likely that the projection of the
shadow exceeds the limits of the ellipse as it is the case of the vehicle in Figure
4. Conversely, the projection of the shadow may remain separated in a different
ellipse as it is the case of the pedestrian.

Directional distribution is calculated in each blob to find the ellipse that best
adjusts to the distribution of pixels foreground. As a result of this method, an
ellipse is defined through its major axis, the minor axis and the orientation of
the major axis as regards the horizontal axis [15]. Furthermore, these values had
to be adapted to cover all of the objects, both people and vehicles; and at the
same time, not to exceed the limits of the blob. Heuristically, a factor of 1.8
became the right one for the major axis and the 1.6 for the minor axis.

As a first approach not to invade in the sequence the areas of the real object,
it was considered that the height and width of the human body keep a certain
proportion and that a person walks erected. Thus, the rule of decision to deter-
mine that there is a person in a blob is by the size of the area, the relationship
between the major and minor diameter of the ellipse being greater or equal to
3, and finally, that the orientation of the major axis is kept close to 90 degrees.
Figure 4 above depicts the major diagonal of the ellipse being almost vertical
for a person and almost horizontal for the major diagonal of the ellipse that
encloses the shadow. To identify vehicles, orientation may vary; however, the
size of the blob for this case is larger than that which contains people, bicycles
or motorcycles.

Last row in Figure 4 shows that the results of the proposed algorithms im-
prove as regards the original algorithm of ViBE+ (Figure 4, above) and also, of
ViBE+ [13] (Figure 4, center). The pedestrian has no shadow over their legs.
Moreover, no shadows are considered on the windows of the vehicles, false neg-
atives. Whenever a shadow is detected outside the ellipse, the algorithm follows
over the neighbouring pixels maintaining its continuity even if it overpasses the
pixels the borders of the ellipses.

5 Results

The proposed algorithm was tested with the real videos Pedestrians and Highway
of data base [14] [16], which were taken with static cameras used in videosurveil-
lance. These videos have images groundtrue to calcule the rate of accuracy and
compare results. Hence, the library of classic algorithms of background sub-
traction allows comparing with the recent methods and contributions in the
area. As for the present study case, the obtained results are analyzed with some
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other traditional stochastic methods like VIBE+ and Gaussian Mixture Model
(GMM) [3].

Each method was analyzed through two wellknown evaluation metrics Pre-
cision, Recall as:

Precision =
TP

(TP + FP )
(4)

Recall =
TP

(TP + FN)
(5)

where FN the number of false negatives, FP the number of false positives,
TP the total number of positives and TN the total number of negatives. Getting
in this case a better result metrics when approach to 1. Also, an indicator over
errors on shadows as,

TShadow =
nbErrorShadows

FP
(6)

where nbErrorShadows the total of false positives produced in the area of
shadows according to the groundtrue, and FP the number of false positives.

Table 1 depicts the values of the equations detailed above for approximately
700 frames of Pedestrians video and, in Table 2 the values for 1300 frames of
Highway video.

Methods Recall Precision Tshadow

GMM [17] 0.98 0.93 0.22

ViBE+ [10] 0.93 0.96 0.50

ViBE+NCC [13] 0.83 0.99 0.11

Proposed ViBE+NCC+Information 0.91 0.99 0.07
Table 1. Values of indicators for each method with video Pedestrians

Methods Recall Precision Tshadow

GMM [17] 0.89 0.91 0.81

ViBE+ [10] 0.84 0.92 0.95

ViBE+NCC [13] 0.58 0.94 0.47

Proposed ViBE+NCC+Information 0.85 0.94 0.55
Table 2. Values of indicators for each method with video Highway

It can be observed for both videos Pedestrians and Highway, that by using
the method ViBE+ o GMM, the percentage TShadow is much higher, close to
the double, than the proposed method. Method ViBE+NCC [13] increases the
amount of false negatives getting the Recall metric to considerably diminish in
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regard to ViBE+ (for Pedestrians from 0.93 to 0.83 and for Highway from 0.84
to 0.58). Furthermore, both videos with the proposed method, it may be noticed
that there is an increase in the Precision with regard to ViBE+, indicating a
reduction in the amount of false positives. Finally, with the proposed method
ViBE+NCC+information, the rate Recall and Precision is comparable to that
of the methods ViBE+ and GMM; however, the percentage of those wrongly
classified in the area of shadows with TShadows is notoriously smaller.

6 Conclusions

The present research work shows the preliminary results of the method of detec-
tion and separation of the shadow, based on contextual information, which are
promising. The videos have been processed and visualized their classification in
real time since the algorithm has computational low cost. It was also possible
to diminish the error in the classification in regard to the application of tradi-
tional NCC, calculating the orientation and probable location of the object and
determining either people or vehicle.

Future works will attempt to incorporate the automatic adaptation of the
thresholds for α range, considering the variation of the intensity of the shadow
when processing the video, as the algorithm has difficulty in finding areas of
darker shadows. Another challenge aims to achieve that the parameters of the
algorithm automatically adapt to different times of the day and, and comparing
quantitatively with some other reference methods.
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Abstract. This article presents an overview of the implementation of
linear image filters in CPU and GPU. The main goal is to present a self
contained discussion of different implementations and their background
using tools from digital signal processing. First, using signal processing
tools, we discuss different algorithms and estimate their computational
cost. Then, we discuss the implementation of these filters in CPU and
GPU. It is very common to find in the literature that GPUs can easily
reduce computational times in many algorithms (straightforward imple-
mentations). In this work we show that GPU implementations not always
reduce the computational time but also not all algorithms are suited for
GPUs. We believe this is a review that can help researchers and students
working in this area. Although the experimental results are not meant
to show which is the best implementation (in terms of running time),
the main results can be extrapolated to CPUs and GPUs of different
capabilities.

Keywords: Linear Image Filtering, GPU, CUDA

1 Introduction to Linear Filtering

Image filtering is one of the most studied problems in the image processing
community. Image smoothing, sharpening, feature detection and edge detection
are some of the applications of image filtering. In the literature we can find two
broad categories of image filters: linear and non linear. More recently, non local
methods attracted the attention of researchers in the area. In fact, several of the
state of the art algorithms are both non local and non linear (see [4] for more
details). In this tutorial we will focus on the analysis and implementation, both
in CPU and GPU, of linear filtering methods. The approach will be strongly
connected to the theory of linear systems and digital signal processing. We refer
the interested reader to [9] and [1] for further details on these areas. First we
recall that a filter, or system, that takes an input image to produce and output
one, is said to be linear if for all linear combinations of inputs produce a linear
combination of outputs with the same weighting coefficients. Before analyzing
linear image filter using tools from linear systems we will describe linear image
filters in their most basic form using sliding windows (convolution masks).
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We start with a simple linear averaging filter in which each pixel x = (i, j)
of the output image is computed as the average of all pixels in a 3 × 3 window
centered at x in the input image. Processing the whole image can be expressed
with a sliding window algorithm. Given the pixel x the average filter can be
implemented moving a 3 × 3 window with weights 1/9 across the input image.
Mathematically this can be formulated as:

g(i, j) =
1X

i0=−1

1X
j0=−1

w(i0, j0)f(i+ i0, j + j0) (1)

where f(., .) and g(., .) are the input and output images and w(., .) is the win-
dow containing the filter weights. In the previous example of linear averaging
w(m,n) = 1/9 for all (m,n). Changing the values of w(m,n) different filters
can be obtained. Inspecting equation (1) we can see that is very similar to a
two dimensional convolution. Recalling the theory of linear systems we know
that the output of a linear and invariant system can be obtained convolving the
input f with the impulse response of the system h: g = f ∗ h 1. The impulse
response of an image filter can be obtained as the output of the filter when the
input image is a discrete impulse. If N is a neighborhood of the same size of the
sliding window centered at pixel (i, j) and h(., .) is the impulse response of the
filter, equation (1) can be rewritten as a discrete convolution:

g(i, j) =
X

(m,n)∈N

h(i−m, j − n)f(m,n). (2)

The main difference between equations (1) and (2) is the range of indexes (i, j)
and (m,n). Both formulations convey useful information; the first one is more
suited for interpretation while the second one enables us to connect linear image
filtering with convolution and the frequency response of the filter.

The equation (2) can be reformulated interchanging the role of h and f ;
instead of moving h across f we move f and leave h fixed. To do that we center
h around the origin and extend it filling it with zeros outside the original window
range and extend the input image outside the original range [0,M−1]×[0, N−1].
In this way the equation (2) turns into: g(i, j) =

P
(m,n) h(m,n)f(i−m, j − n).

In the next section we will use this formulation to obtain the frequency response
of linear image filters.

1.1 Z Transform and Frequency Response

The Z transform is a very useful tool in the context of linear and invariant sys-
tems, signal processing and discrete control theory [1]. To justify the Z transform
we will first deduce it starting from the convolution product. If we consider an
input image f(i, j) = zixz

j
y with zx and zy arbitrary complex numbers, the out-

put signal is: zixz
j
y

P
m

P
n h(m,n)z−m

x z−n
y . This simple result shows that zixz

j
y

are eigenfunctions of linear and invariant filters with corresponding eigenvalues

1 The filter impulse response h is sometimes referred as filter kernel.
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H(zx, zy) =
P

m

P
n h(m,n)z−m

x z−n
y . This expression is known as the Z trans-

form of h(m,n) or transfer function of the filter. One of the most important
properties of the Z transform states that the convolution of two signals is the
product of their respective Z transforms, see [1] for details. Hence, if f and g
are the input and output signals related by g = f ∗ h, their relationship in the
Z space is: G(zx, zy) = H(zx, zy).F (zx, zy). If we evaluate the Z transform in
the unit sphere we obtain the Fourier transform. The Fourier transform of h is
H(θx, θy) =

P
(m,n) h(m,n)exp(−j(θxm + θyn)), the frequency response of the

filter. In the following section we will use the Z transform to study image filters
and propose alternative formulations for some of them. The interested reader
can obtain more information about the Z transform in [1].

2 Implementation of linear image filters

In this section we discuss the implementation of linear image filters using the
tools presented in previous sections. We will describe the implementation de-
tails and address the computational complexity of each approach. One of the
goals of the following analysis is to determine the best implementations given
the filter characteristics (window size, symmetry, etc,). First we show how to im-
plement the filters in their traditional sequential form used for CPU algorithms.
Later on, we study the parallel versions of the same algorithms suited to GPU
architectures.

2.1 Convolution

The implementation of equations (1) and (2) is straightforward. Basically, the
idea is to visit every pixel in the image and apply the corresponding equations.
Typically, the sliding window approach, equation (1), is the first option since is
very easy to understand and code. The trickiest part of the implementation is
the management of the border conditions. That is, how to process pixels close
to the image borders where part of the filter window falls out of the image.

Convolution computational cost To conclude the description of this method
we will estimate the number of operations needed to implement it. To simplify
the estimation we will assume that the image size is N×N and the window filter
size is (2W+1)×(2W+1). It can be easily seen that each pixel demands (2W+1)2

operations and therefore the total number of operations is of order N2(2W+1)2.
To avoid confusions we distinguish computational cost from computational time.

2.2 Separable convolution

A filter is said to be separable if its kernel can be broken into two one-dimensional
vectors that multiplied give the original filter response: w(i, j) = u(i)v(j). The
convolution of an image with a separable kernel can be implemented with two
one-dimensional convolutions. First, each row in the image is convolved with v,
then the result is processed across columns convolving it with u. The mathemat-
ical justification can be easily obtained substituting w(i, j) = u(i)v(j) into (2):
g(i, j) =

P
m u(m) (

P
n v(n)f(i−m, j − n)) .
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Separable convolution computational cost Convolution with separable ker-
nels requires N(N(2W + 1)) +N(N(2W + 1)) = 2N2(2W + 1) operations. The
reduction in the number of operations is (2W + 1)/2 compared to the tradi-
tional two-dimensional convolution. Therefore, the larger the kernel the better
speed-up can be obtained with this approach.

2.3 Special case: Box Filtering

The box filter is an average filter with uniform weights; the output at pixel
x = (i, j) is the average of all pixels in the filtering window:

g(i, j) =
WX

i0=−W

WX
j0=−W

1

(2W + 1)2
f(i+ i0, j + j0)

The beauty of this filter is that it can be implemented using integral images
to reduce the number of operations. The integral image of an image f at pixel
(i, j), denoted as Sf (i, j), is the sum of all elements in the rectangular region with
upper-left and lower-right vertices (0, 0) and (i, j): Sf(i, j) =

P
i0≤i,j0≤j f(i, j)

Given the pixel (i, j), the output of the box filter can be obtained using the
integral image as follows: sum the pixels in the square region defined by the
points (i−W, j −W ) and (i+W, j +W ) and divide it by the number of pixels
in the window (recall that the filter window is [−W,W ]× [−W,W ]. This can be
easily implemented with integral images [3]:

g(i, j) =
1

(2W + 1)2
[Sf (i+W, j +W )− Sf (i+W, j −W ) (3)

− Sf (i−W, j +W ) + Sf (i−W, j −W )].

The computation of the box filter implies two steps: the computation of the
integral image and, after that, the computation of the output using equation
(3). This formulation is especially useful when we need to filter the image at
different scales, i.e. with different filter sizes, because the first step can be re-
utilized and regardless the filter size, the second step has always the same cost
in terms of operations. In order to estimate the cost, in terms of operations, we
have to estimate the cost of computing the integral image and the actual filter,
from equation (3) It can be easily seen that the computation of the integral
image requires N2 operations. On the other hand, the filtering requires only
four operations per pixel so the total number of operations to apply the filter
is 4N2. Therefore, the total number of operations for the case of the box filter
using integral images is 5N2. As said before, this does not depend on the filter
size. This is why integral images are very attractive to filter the same image at
different scales (the work of Viola and Jones popularized this idea [10]).

Moving Average Filter Moving Average Filters are in fact an implementation
of the Box Filter. Using the two-dimensional Z transform it can be shown that
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the relationship between the Z transforms of input and output images is:

G(zx, zy) =
F (zx, zy)

(2W + 1)2

WX
i=−W

WX
j=−W

zixz
j
y

=
F (zx, zy)

(2W + 1)2
zW+1
x − z−W

x

1− zx

zW+1
y − z−W

y

1− zy
.

Taking the inverse Z transform the previous equation gives:

g(i+ 1, j + 1) = g(i+ 1, j) + g(i, j + 1)− g(i, j) +
1

(2W + 1)2
[f(i−W, j −W )

− f(i+W + 1, j −W )− f(i−W, j +W + 1)

+ f(i+W + 1, j +W + 1)] .

The computation cost to process an N × N image in this case is 7N2, similar
cost as the separable convolution.

3 Introduction to GPU programming using CUDA

In this section we review the main concepts behind GPUs and the parallel imple-
mentation of algorithms using this technology. In particular we will use CUDA.
For a more detailed presentation we refer to [8].

GPUs are highly parallel processors with many cores and the ability to run
multiple threads that provide high performance computing. The architecture of
the GPUs, traditionally optimized for graphic applications, has some limitations;
less cache and flow control limitations. GPUs provide advantages in applications
where the same computations can be applied in parallel to may data elements.
However, memory transfers from main memory to device memory (GPU) have to
be considered. A GPU implementation pays off if its computation cost it s higher
that memory access cost. To process data with an algorithm implemented in the
GPU the data must be transferred from main memory to the device, process
it in the device and transfer back to main memory. Therefore, the computation
cost must be higher enough to pay the overhead introduced by memory trans-
fers. CUDA (Compute Unified Device Architecture) is a programming language
by nVidia that allows programming the GPUs abstracting the code from the
actual hardware details (OpenCL is another option). Provides the user a high
level interface so that he can take advantage of the capabilities of GPUs with-
out having to directly handle the hardware. The CUDA programming model
allows the user to use GPU capabilities from a simple interface similar to C lan-
guage (C language extension). CUDA proposes three abstractions: a hierarchy of
thread groups, shared memory and synchronization [6]. These abstractions pro-
vide an easy way to understand and handle parallelization. These abstractions
are designed so the actual implementation does not need to know the details of
the hardware (number fo cores, etc.) (see Figure 1). The idea is to divide the
problem in blocks of threads. Then each block of threads works cooperatively
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Fig. 1. From [6]: A multithreaded program is partitioned into blocks of threads that
execute independently from each other, so that a GPU with more multiprocessors will
automatically execute the program in less time than a GPU with fewer multiprocessors.

to solve the problem. In this way scalability is easily achieved, see Figure 1. To
understand image filtering implementations on GPUs, and to make this article
self-contained, we first review the basics using a simple examples of vectors and
matrices addition (This section is based on [6]).

CUDA Kernels A kernel is a function that runs N times in parallel on N
different threads. In the following code a kernel is used to sum in parallel to
vectors of dimension N using N threads (see Figure 2).

// Kernel d e f i n i t i o n
g l o b a l void VecAdd( f loat ∗ A, f loat ∗ B, f loat ∗ C){
int i = threadIdx . x ;
C[ i ] = A[ i ] + B[ i ] ;

}
// Kernel i nvoca t i on wi th N threads
VecAdd<<<1, N>>>(A, B, C) ;

Fig. 2. Kernel to sum two vectors.

CUDA threads are three dimensional vectors which enable processing blocks
up to dimensions three. The following code in Figure 3 shows how to add two
matrices.

Since the number of threads is bounded (in actual GPUs by 1024) and all
threads of a block reside in the same core, when dealing with large vectors or
matrices, the problem must be organized into several blocks. CUDA blocks can
be organized into one, two or three dimensional grids. In this way, the problem
can be organized into a number of blocks per grid and threads per block. This
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g l o b a l void MatAdd( f loat A[N ] [N] ,
f loat B[N ] [N] , f loat C[N ] [N] ) {

int i = threadIdx . x ;
int j = threadIdx . y ;
C[ i ] [ j ] = A[ i ] [ j ] + B[ i ] [ j ] ;

}
// Kernel wi th one b l o c k o f NxNx1 threads
int numBlocks = 1 ;
dim3 threadsPerBlock (N, N) ;
MatAdd<<<numBlocks , threadsPerBlock>>>(A, B, C) ;

Fig. 3. Kernel to sum two matrices.

allows for flexibility to organize the omputations. The code in Figure 4 shows
how to add two matrices organizing the computation into blocks of size 16× 16.
The matrices are divided with a tiling of 16 × 16. Since there is no guarantee
that N is multiple of 16, inside the kernel we must verify that the pixel (i, j)
resided inside the matrices. The choice of blocks of size 16× 16 can be modified
to take advantage of the GPU capabilities.

g l o b a l void MatAdd( f loat A[N ] [N] ,
f loat B[N ] [N] , f loat C[N ] [N] ) {

int i = blockIdx . x ∗ blockDim . x + threadIdx . x ;
int j = blockIdx . y ∗ blockDim . y + threadIdx . y ;
i f ( i < N && j < N)
C[ i ] [ j ] = A[ i ] [ j ] + B[ i ] [ j ] ;

}
// Kernel i nvoca t i on
dim3 threadsPerBlock (16 , 1 6 ) ;
dim3 numBlocks (N / threadsPerBlock . x , N / threadsPerBlock . y ) ;
MatAdd<<<numBlocks , threadsPerBlock>>>(A, B, C) ;

Fig. 4. Kernel to add two matrices using CUDA blocks.

4 Image Filtering in GPUs

This section discussed the GPU implementation using CUDA of the image filters
presented above. We will use the basic notions of GPU programming with CUDA
introduced in previous section.

4.1 Convolution

The code in Figure 5 is a direct implementation of 3× 3 linear image filter. The
code is very similar to the one in C used for the CPU. The main difference is
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that in this case the pixel indices i and j are obtained from the grid and block
organization of the computation on the device. This implementation follows the
same philosophy of the code seen before to add two matrices. The code snippet
in Figure 6 shows how to organize the memory allocation and kernel invocation.

g l o b a l void f i l t e r ( f loat ∗ f , f loat ∗ g , int rows , int c o l s ){
int i = blockIdx . x ∗ blockDim . x + threadIdx . x ;
int j = blockIdx . y ∗ blockDim . y + threadIdx . y ;
. . .
i f ( i>=w && j>=w && i<co l s−w && j<co l s−w ){

f loat h [ 3 ] [ 3 ] = { . . . } ;
f loat sum = 0 ;
for ( int i i=−w; i i<=w; i i ++){

for ( int j j=−w; j j<=w; j j ++){
f loat f i j = f [ ( i+ i i )∗ rows + ( j+j j ) ] ;
sum += h [ i i+w ] [ j j+w] ∗ f i j ;

}
}

// s t o r e output . sumh i s the sum of a l l we i gh t s h [ ] [ ]
g [ i ∗ c o l s + j ] = sum/sumh ;

Fig. 5. Kernel for direct implementation for liner image filtering.

The first two columns of Table 1 show the results of executing the CPU
and GPU version of the sliding window (convolution) method. For small images,
the overhead time of memory transfers is higher than the computation cost
and therefore the GPU implementation does not give any speed up. For larger
images the GPU is an alternative to speed up linear image filtering (the speed
ups factors are shown in parenthesis). Although the breakpoint of when GPU
outperforms CPU can depend on the hardware (CPU & GPU), the main result
holds valid; for small images and filters of low computational demands (small
windows) GPUs are not faster than CPUs due to the memory transfer overheads.

CUDA Texture Memory Texture memory is a read-only memory that can
be used to improve performance. Optimizing memory access in the GPU pro-
vides benefits in terms of computational time [8]. Texture memory is one of the
most basic improvements that can be added to the code of the image filter.
The only modification in the kernel code is the access to pixel data f[i][j] using
float fij = tex2D(texf,i+ii,j+jj) where texf is a texture connected to array f. In
Table 1 we can see that the use of texture memory reduces the running time.
Once again, we observe that the differences appear for large images.
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// HOST memory
f loat ∗ f = new f loat [ a r r ayS i z e ] ;
f loat ∗g = new f loat [ a r r ayS i z e ] ;
// DEVICE memory (GPU)
cudaMalloc ( ( void∗∗)&df , s i z e ∗ s izeof ( f loat ) ) ;
cudaMalloc ( ( void∗∗)&dg , s i z e ∗ s izeof ( f loat ) ) ;
// Copy image f from DEVICE to HOST
cudaMemcpy2D( df , p itch , f , s i z e ∗ s izeof ( f loat )∗ f i l s ,

cudaMemcpyHostToDevice ) ;
// Kernel i nvoca t i on
dim3 block (16 , 1 6 ) ;
dim3 gr id ( f i l s /16 , c o l s /16 ) ;
f i l t e r <<<gr id , block>>>(df , dg , f i l s , c o l s ) ;
// Copy r e s u l t from DEVICE to HOST
cudaMemcpy(g , dg , s i z e ∗ s izeof ( f loat ) , cudaMemcpyDeviceToHost ) ;

Fig. 6. Kernel to add two matrices using CUDA blocks.

4.2 Separable Convolution

The GPU implementation of a separable filter needs two kernels; one to filter
by rows and the other by columns. Separable convolution can provide speedups
around 3 times 2. According to [7] the use of texture memory and other memory
optimizations an additional speedup of factor 2 can be obtained (see [7] for
details).

5 Results and Discussion

CPU versus GPU The first result is that when dealing with small images GPU
does not provide advantages over CPU (see columns 1 and 2 from Table 1.
The actual size of the image where one implementation outperforms the other
depends on hardware features. However, the observation holds valid and, as we
said before, is due to memory transfers from host to device and backwards.
Furthermore, on the CPU side there is still room for improvements using, for
example, parallelization with multicores. Therefore, the GPU implementation
paysoff for large images on when additional operations will be performed in the
GPU with the same data. That is, when other processes will be applied to the
same image. In this case, the data transfer cost is shared among several process
and makes GPU more attractive. Since in many areas we are seeing an increasing
use of high definition images (HDTV, Ultra HDTV), we can expect to have to
process large images and therefore GPUs are obviously a good alternative. This
is the case of mobile platforms which include a GPU to handle image and video
data.

2 In https://blog.kevinlin.info/nvidia-cuda-gpu-computing-and-computer-vision/

there is a detailed analysis of the separable implementation
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Algorithms Now we discuss the impact of the algorithms that reduce the com-
putation cost. First we reviewed separable convolution which is a case of interest
since many traditional image filters are separable (Gaussian filters, Sobel filters
for edge detection, etc.). From the data in Table 1 we can observe and speedup
of ×1.5 for a filter of size 3×3. This factor agrees with the estimation in Section
2.2. In this case W = 1 so the theoretical computation cost reduction is 3/2. As
we mentioned in Section 4.2 GPU implementation of separable convolution gives
an additional speed up (see [7]). To illustrate the benefits of applying the correct
algorithms to decrease the computational cost and improve running times, we
discussed Box Filters in Section 2.3. Box filters are a special case of linear image
filters with many real applications due to their reduced computational cost [9].
The last column of Table 1 shows the obtained running times for a CPU im-
plementation. We must be careful when directly comparing this implementation
with the others since this is a special filter (with uniform weights). If we assume
that all algorithms implement the same box filter, using a uniform kernel, we
can see that the implementation of the box filter (MAF) outperforms all other
algorithms. Hence, if the application allows a box image filter then the MAF
is a simple and computational efficient algorithm (there is no need for a GPU
implementation). Finally, if we need a multiscale version of the box filter, the
use of integral images is a good solution. In [5,2] the authors compare GPU and
CPU implementation of integral images.

6 Conclusions

In this paper we presented an overview of linear image filtering, its basic results
based on the theory of linear and invariant systems, and different algorithms to
implement the filter. We reviewed different algorithms to reduce the computa-
tional cost and discussed their CPU and GPU implementations. We discussed
pros and cons of algorithms and their implementations. Based on the results
presented in Table 1 we can see that image size must be considered to select the
most suited implementation. This paper was intended to understand the basics
behind linear image filtering using CPU and GPUs. In real applications, libraries
such as NPP (nVidia Performance Primitives) or ArrayFire to name two, must
be considered.

N CPU GPU GPU texture CPU sep. MAF
(1) (2) (3) (4) (5)

512 10 65 (x0.15) 65 (x0.15) 7 (x1.42) 1
1024 42 76 (x0.55) 75 (x0.55) 25 (x1.68) 4
2048 165 105 (x1.58) 91 (x1.83) 105 (x1.58) 17
4096 660 202 (x3.27) 162 (x4.07) 440 (x1.50) 66

Table 1. Running times in mseg for a 3 × 3 filter. GeForce GT 430 (96 cores, 1400
Mhz). Intel i7-2600 3.4 GHz, 16 GB RAM, Windows 7 64 bits. (1) Standard CPU. (2)
Direct GPU. (3) Direct GPU using texture memory. (4) CPU separable convolution.
(5) CPU implementation of MAF.
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Abstract. Detecting unusual values from large volumes of information pro-
duced by network traffic has acquired considerable interest in the network secu-
rity area. Having a system of detecting anomalous events in a time near their 
occurrence, it is important for all computer systems in a network. Detecting 
anomalous values can lead network administrators to identify system failures, 
take preventative actions and avoid a massive spread. Anomaly detection is a 
starting point to prevent attacks. In this article, we present a form of data pre-
processing to identify anomalies using a supervised classification algorithm, 
image processing, parallel computing techniques and Graphical Processing 
Units. 

Keywords. Network Traffic. Anomaly. K-NN. High Performance Computing. 
GPU.  

1 Introduction  

Nowadays variety and complexity of internet traffic exceed everything imagined 
by Internet pioneers. We are currently immersed in a society dependent of computer 
systems, they are present in many areas such as: finances, industry, medicine and 
others aspects of everyday life. In order to protect or prevent these systems and their 
information (they can be important or relevant), it is necessary to implement technol-
ogies or models to avoid unauthorized or malicious access. This may be possible if 
valid access patterns are determined. 

Threats to a data network are conformed by a set of frames with specific character-
istics to look for vulnerabilities in a system. These vulnerabilities represent risks and 
can be used to perform future attacks. 

When situations out of normal network profile are detected, administrators ask 
themselves questions such as What do they mean? Can such a situation be considered 
an attack? Does this deviation belong to traffic generated by new applications? Based 
on these, appear detection systems based on anomalies which report all unusual ac-
tivity although they can be normal or not. 

Generally, systems whose objective is to detect network attacks usually have a high 
error level, therefore it is necessary to have a semantic interpretation of their results. 
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This feature together to multiplicity of network traffic generated by different applica-
tions and characteristics such as: bandwidth, time of connections, among others, de-
termine a work of high computational cost. 

The most of researches in this area tend to evaluate the deviation of new instances 
respect to the normal profile of network traffic. Convert these results into semantics 
reports for network administrators is a big challenge. Based on this, we propose a 
Parallel-Supervised Network Anomalies Detection System, P-SNADS. 

In [1], we present a first non-supervised P-SNADS model, it detects anomalies 
through images (they represent the network traffic) comparison by SIFT (Scale Invar-
iant Feature Transform) [5]. In this paper, we propose to combine traffic classification 
techniques and high-performance computation to obtain good results when we work 
with large data volumes and the shortest possible time. For this, we focus on the pre-
processing stage of data obtained from the network. A parallel supervised classifica-
tion algorithm K-NN (K-Nearest Neighboring) is used to obtain a smaller data set to 
process in the second stage. 

This document is organized as follows: the next section describes the theoretical 
concepts involved in development. Section 3 details the characteristics of the first 
stage of P-SNADS and section 4 shows the experimental results. Finally, the conclu-
sions and future works are detailed. 

2 Background 

This work involves many concepts, among them we emphasize computers networks 
traffic and its anomalies, extraction methods of packages characteristics and super-
vised classification algorithms. In this section, we describe each one of them. 

2.1 Computer Networks Data Traffic 

Network traffic provides information about what travels by network. The most 
common data types are log data, such as Internet Protocol (TCP/IP) records, event 
logs, internet access data, Network Management Protocol (SNMP) data reporting, 
among others [10]. 

This information is necessary for network security, specifically for anomalous 
events detection. Fig. 1 illustrates an example of TCP/IP traffic, the rows detail indi-
vidual network traffic and the columns are specific characteristics of each traffic. In 
the example, the first column is a session index for each connection, and the second 
says when the connection has occurred [10]. 
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Fig. 1. Example of TCP/IP Traffic. 

Data traveling on network can provide important information about user and sys-
tem behaviors. These data can be collected with some commercial products or specif-
ic software, for example TCP/IP data can be captured using different tools, called 
sniffers. 

Network traffic is composed of packets, flows and sessions. A packet is a data unit 
exchanged between a source and a destination on the Internet or another TCP/IP-
based network; a network flow is a one-way packets sequence between two end-
points; and the session data represents communication between computers. A com-
munication involves the interchange of multiple flows.  

Traditionally, an IP flow contains a set of attributes, for this work, the more im-
portant are: IP address of source and destination, source and destination port, and 
protocol type. The protocol type, if you consider the 4-layer TCP/IP model, can be 
TCP or UDP (layer 3) or ICMP (layer 2). 

This information allows to establish a behavior baseline or normal pattern of net-
work traffic, and in consequence to identify unexpected or unwanted conduct, called 
anomalous traffic. Therefore, an analysis strategy by anomalies bases on the traffic 
description in normal conditions to classifies as anomaly all patterns that move away 
from it. In order to obtain this dataset, there are several techniques, some of which are 
mentioned in the following subsection. 

Data Analysis of a Network Packet.  
  

Studying the particular aspects of network traffic, it is necessary to extract only in-
formation from data packets and then process them. There are different techniques of 
extraction and processing, some of them are: 
● Graphical representation of raw data: Generally, the representations are 2D and 

3D scatter graphics, time-based graphics, histograms, pie charts, or diagrams. 
● Statistical information and pattern extraction: They are based on average calcula-

tions, time distributions and probability distribution functions. 
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● Analysis based in rule (signatures), anomaly detection and policy:  All traffic in-
spection analyzer that look for coincidences with a particular rule or signature be-
long this category. Rules are defined as values for certain fields in the header or a 
combination of several of them. These techniques are used in intrusion detection 
systems (IDS), such as Snort. 

● Flow-based analysis: It focus on network traffic management as flow. The most of 
network information exchanged is oriented to connection (and non-oriented to 
packet), the analysis can take advantage of this. A clear example of typical network 
flow is a TCP connection, where the data exchanged are governed by the TCP state 
machine [8]. 

Each of these techniques is suitable for specific situations, also it is possible combine 
them. This work is based on flow analysis and rule-based analysis. 

 Usual Attacks.  
 

One of the biggest challenges for network administrators is to detect attacks on 
computer networks. An attack implies to take advantage of a computer system vul-
nerability (operating system, application software, or user's system) for unknown 
purposes but, usually, causing damage. Therefore, it is impossible to make a com-
plete classification of all the actual attacks and possible weaknesses of the networks, 
even more when networks are connected to Internet. The denial of service (DoS) and 
distributed denial of service (DDos) attacks are of great interest today. 

A DoS attack comes from a single entity and its goal is to turn out unavailable the 
resources or services of a computer. There are different types, in particular this work 
has focused on the DoS attacks: Smurf, Fraggle and Land [3, 4], each one of them 
has the following characteristics: 

 Smurf: This attack uses ICMP protocol (Control Management Protocol) to send a 
broadcast ping with a false source address. There are different ways to do a ping, 
they are: 

○ Normal Ping: One or more ICMP echo requests are sent to a system, which 
responds with one or more ICMP echo replies. Thus, this operation verifies 
remote system. 

○ Broadcast Ping: This ping sends an ICMP echo request to a broadcast ad-
dress. Each system responds to sender, flooding it with ICMP echo replies. 

○ Broadcast ping with false source: A broadcast ping is sent with victim's 
source address. Each system in network replies and floods the victim with an-
swers. This operation is a combination of the two previous Ping. 

The pattern to recognize this attack type is to analyze to ICMP protocol, if source 
and destination IP addresses belong to the same network, and the destination ad-
dress is a broadcast message. 

● Fraggle: When you want to check if a system is working, you can use UDP-based 
tools instead of ICMP to inspect whether the system is listening by a specific port 
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or not. This is commonly done with different types of vulnerability scans, that are 
used by attackers or security administrators. For example, if a system listens over 
Port 19 (TCP or UDP), when a connection is established, the system would re-
spond with a constant character flow. Typically, the source system uses the TCP or 
UDP Port 7. When the source system begins to receive characters, it knows that the 
target system is operational and closes the connection. In a Fraggle attack, a broad-
cast packet is sent with a false address to the victim's port 19, if it has its port 19 
open, it answers a constant flow of characters to victim. The pattern is similar to 
that of Smurf but in this case the protocol is UDP. 

● Land: It's an attack using the TCP protocol. It creates an "infinite loop" which is 
caused by sending a SYN request with the same source and destination IP address. 
The victim computer responds to itself until a blocking state appears and it does 
not accept any new requests. Besides, as all processor resources are exhausted, the 
denial of service happens. To recognize this type of attack, it is necessary to ana-
lyze coincidence between the source and destination IP addresses, as well as the 
same ports. 

As mentioned above, there are many other denial of service attacks, but the detection 
of patterns in them requires a deeper and detailed analysis that escapes this work. 

2.2 Supervised Classification Algorithm K-NN 

The classification process builds models capable of determining if an object, from 
its characteristics, is member or not of a category. The classification is supervised 
when, in advance, there is an already classified observations set, and it is known to 
which set belongs each observation. The algorithms dedicated to solve the supervised 
classification problems usually operate with information provided by a set of sam-
ples, patterns, examples or training prototypes that are assumed as representatives of 
each classes [9].  

In particular, this paper uses a supervised classification algorithm based on neigh-
borhood criteria. It is known as K nearest neighbor (K-NN). The method of the near-
est neighbor and its variants are based on the intuitive idea: "Similar objects belong 
to the same class". The class can be determined by comparing the object against all 
elements in a class. The selected class is that holds the most similar objects. 

The similarity idea is formally reflected in distance concept, usually the Euclidean 
distance is used [6]. The calculation of the nearest neighbor can be solved using par-
allel techniques, in [6] has been shown that the parallel implementation using GPU 
[7] obtains very good response times. 

3 Parallel-Supervised Network Anomalies Detection System 

The detecting task of possible packets with anomalous data in a computer network 
is very expensive. A good alternative can be combining classification techniques and 
high-performance computation (HPC) in a only one solution.  P-SNADS is a system 
that combines HPC, supervised classification and image processing to detect possible 
attacks. In P-SNADS' architecture, we can distinguish two stages, the first one makes 
all necessary steps to capture and pre-classify traffic, while the second one is respon-
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sible to detect possible attacks. In this stage, the decision is based on images compar-
ison all of them generated from data obtained in the previous stage. In this work, we 
focus on the first step of system, the second was presented in [1].  

The stage 1 captures network traffic, pre-process and organizes it in data flows. 
From these flows, P-SNADS determines whether each one of them is normal or pos-
sibly anomalous. Fig. 2 shows a P-SNADS graphical representation.  

 

 

Fig. 2.  P-SNADS’ Architecture. 

The stage 1 groups different tasks, we distinguish two tasks:  data collection and 
data pre-classification, each has the following features and functions: 
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● Data Collection: Its objective is to obtain data to work, classify and reduce its 

volume for the Data Pre-classification. Data Collection implies the following sub-
tasks:  

○ Data Capture: This process catches network traffic. It uses a sniffer to do it, 
and it is activated at specific moments, for examples when there is more net-
work traffic. 

○ Data Selection: This step selects frames to be analyzed, according to the at-
tacks considered, these are TCP, UDP and ICMP frames. 

○ Feature Extraction: In this step, we extract of each frame all interest fields to 
be analyzed. They are: source and destination IP address, source and destina-
tion port and protocol type (TCP, UDP or ICMP). 

Fig. 3 shows examples of tuples of normal traffic patterns (a) and anomalous traf-
fic (b). 

 
(a) Normal traffic patterns. 

 
(b) Anomalous traffic patterns. 

Fig. 3. Normal and anomalous traffic examples. 

○ Normalization: This step is fundamental, the tuples become an integer values 
vector. All address IP (IPv4) a.b.c.d are transformed according to equation 
(1).  

 (a x 256³) + (b x 256²) + (c x 256¹) + (d x 2560) (1)
  

● Data Pre-classification: Threats are not the only traffic on network, all packets 
generated in an attack coexist with regular traffic packets. This module classifies 
the frames obtained at Data Collection step as normal or anomalous traffic. To 
make this, we used the K-NN classification algorithm, it is implemented in parallel 
using GPU. Its work is to compare each vector (pre-processed flow), with every 
data flows recorded and representative of an anomaly. In consequence, a distance 
is computed to determine whether or not each new data flow can be considered an 
anomaly. 
 

The following section analyses the performance of the P-SNADS, considering the 
effectiveness in anomalies detection. 
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4 Experimental Results Analysis  

This section presents a experimental results analysis for the first stage of P-
SNADS. T-Shark tool is used to catch data traffic. We work with several samples, 
each of them has approximately 2000 frames. These frames belong to a local area 
network (LAN) of Networks Laboratory of Universidad Nacional de San Luis. The 
three attacks are simulated in a server and they pretend to deny the HTTP service. 

Once obtained the standard frames, we build different databases, all of them have 
normal and anomalous traffic. The Pre-classification module applies K-NN, it re-
ceives the databases as input data and performs an evaluation for different values of 
K. We consider four values of K, they are 5, 7, 10 and 12.  

To compute K-NN, we use a computer with a GPU Tesla K20c (processors quanti-
ty= 2496, memory size= 4.6 GB, clock frequency= 706 MHz and processor memory 
clock= 2600 MHz). 

When K-NN are computed for every different value, we evaluate the experimental 
results considering the following metrics: Positive Predictive Value (Precision - PPV), 
True Positive Rate (Recall - TPR), and F-measure (F) [2]. All of these measures can 
be calculated based in the next parameters: 

 
● True positive (TP): It is the number of anomalous frames correctly detected. 
● False positive (FP): It is the number of normal frames wrongly detected as anoma-

lous frames. 
● False negative (FN): It is the number of anomalous frames not detected. 
● True negative (TN): It is the number of normal frames correctly detected. 
 
From these parameters, the metrics are defined as: 
 
● Positive Predictive Value or Precision: it represents the possibility that a sample 

labeled as positive is indeed a true positive. It is the percentage of detected frames 
that are actually anomalies. Mathematically defined as: 

 
● True Positive Rate or Recall: It is the percentage of actual anomalous frames that 

are detected. It is calculated according to:  

 
● F-measure (F): It is a typical information retrieval metric, defined as the harmonic 

mean between the two-metrics explained above: Precision and Recall. Generally, F 
is used as a performance metric of K-NN in anomalies detection. Its formula is: 
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The results obtained with each metric are shown in Fig. 4. In it, each attack: Smurf 
(a), Land (b) and Fraggle (c) are considered. 

 
 

 
 (a) 

 
 
 

 
(b) 

 
(c) 

Fig. 4. Results obtained in attacks: Smurf, Land, Fraggle. 

From observation of the above graphs, we can say that Smurf attack has an ap-
proximate accuracy of 72%, while for the others two are lower: Land= 41% and 
Fraggle = 52%. 

Regarding Recall, more significant results are obtained, to Smurf is 80%,  Land  is 
72% and  Fraggle is 75%. In base of these values, we can infer that the detection rate 
of anomalous traffic is high, particularly when K = 12. 

Finally, the F-measure also returns good results, particularly for K = 12 no matter 
which attack is. The values obtained are 0.83 for Smurf; 0.56 for Land and 0.71 for 
Fraggle. It means that our model performs well in detecting attacks. 

Therefore, if we consider the metrics analyzed, we can conclude that P-SNADS 
satisfactorily achieves the objectives of this work.  

5 Conclusions and Futures Works 

Today, the anomalous traffic detection is a task of great interest, although there are 
several detection tools, there is a lot of work to be done. This obeys to large amount 
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of circulating data on the Internet and constant change of traffic profile. 
This work is focused on the traffic classification stage; we propose a model and 

analysis its feasibility for three known attacks, all of them are of kind of services 
denial: Smurf, Land and Fraggle. In order to accelerate the process and obtain results 
in less time, the implementation is solved using HPC techniques in GPU. 

The proposal is evaluated according to different metrics, the proposed model 
shows an accuracy between 40% and 70%, and sensitivity between 60% and 83%. In 
addition, F-measure is used to measure the system performance, obtaining values 
between 0.5 and 0.83. 

Although the results are satisfactory, as a future work it is necessary to analyze 
which factors affect and produce different performances according to attack. Another 
future job is to evaluate P-SNADS for others attack patterns. It is also intended to 
compare our development with those that use machine learning techniques or intelli-
gent tools. 
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Abstract. When an incident or security threat occurs, in which a system re-
source is compromised or potentially exposed to unauthorized access, computer 
forensics techniques and methodologies must ensure that it is possible to ade-
quately determine what, who, when and how the incident occurred, as well as to 
ensure and preserve the evidence collected. This paper explore two methodolo-
gies of digital data collection, the first called Preventive Approach- Data Col-
lection a priori or Forensic Readiness and the second called Reactive Approach 
- Post-Collection of a security event to comparatively analyze its performance 
based on certain criteria and control points established over HTTP and HTTP/2 
web servers. 

Keywords: Security, Incident, Forensia, Methodologies, HTTP. 

1 Introduction 

If an IT security architecture is correctly defined, it must provide a plan and set of 
policies that describe both the security services offered to users and the system com-
ponents required to deploy those services. These security policies are applied to the 
information assets identified for their relevance to the organization's goals, knowing 
how they are managed and what are their risks to implement strategies and mecha-
nisms that ensure confidentiality, integrity and availability of those information assets 
[1]. 

 When a security incident or threat occurs, in which a system resource is compro-
mised or potentially exposed to unauthorized access, this security architecture is vio-
lated. Generally speaking, as environmental threats, aspects ranging from administra-
tive security, communications security, environmental security to physical security 
can be considered. Therefore, the security architecture must be able to deal with both 
intentional and accidental threats. The implementation of a systematic incident moni-
toring and management program, based on the use of methodologies, can provide a 
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structured and organized approach to minimize the impact of the security incident and 
help to deliver a rapid and adequate response. 

Every day hundreds of teams are exposed to potential incidents, consider as an ex-
ample the advance of Internet of Things (IoT) and its working characteristics emis-
sion of possibilities and risks of an incident and its consequent impact. [2], [3] 

Computer forensics methodologies must ensure that it is possible to determine ad-
equately what, who, when and how happened in relation to that security incident, as 
well as to take care of the preservation and traceability of the collected data. 

The definition offered by the first Digital Forensics Research Workshop 
(DFRWS), states that the digital forensic analysis or computer forensics is “The use of 
scientifically proven and derived methods towards the preservation, collection, vali-
dation, identification, analysis, interpretation, documentation, and presentation of 
digital evidence derived from digital sources in order to facilitate or promote the 
reconstruction of facts, which may constitute legal evidence, or helping to anticipate 
unauthorized actions shown to be disruptive to planned operations” [4] 

The data sources are numerous, ranging from computers, cell phones, digital cam-
era cards, embedded chips, drones, memories snapshots, to game consoles, that is to 
say, any device that produce digital data. 

Computer forensics therefore requires a correct application of scientific methods, 
technique and tools to complete the stages related to the identification, preservation 
and analysis of digital evidence which, if necessary, can be considered legally   in a 
judicial process, so in addition needs to ensure the quality and traceability of these 
data. 

Given this panorama, this PID 7052 [5] seeks to advance in the comparative study 
of data collection methodologies related to security incidents and, particularly, to 
analyze the performance of these methodologies in web server environments. 

 
 

2 Data collection methodologies  

Currently, and generally speaking, data collection methodologies can be classified 
into two approaches: 

2.1  Preventive Approach: Data Collection a priori from a security event. Also 
known as Forensic Readiness [6], [7], [8]. This approach introduces the concept of 
guarding the possible evidence before an incident occurs to primarily cover two ob-
jectives: maximize the environment's ability to gather reliable digital evidence and 
minimizing the forensic cost during the response to an incident. The premise is that 
such data can be used not only as an input for the analysis of potential security inci-
dents and recovery for business continuity, but also as legal evidence which involves 
the assurance of the evidence as the data is actively collected. On the other hand, it is 
fundamental to have the ability to process data effectively and to have properly 
trained staff who know how to ensure that the potential digital evidence is rightly 
preserved. This approach further states that being prepared to gather and use evidence 
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can also have benefits acting as a deterrent against the high rates of violation of inter-
nal security policies. Some of the key activities in Forensic Readiness planning are 

 define the scenarios or assets than may require digital evidences; 
 identify the available sources and different types of possible evidence; 
 establish a safe way of collecting evidence to meet the legal admissibility re-

quirements; 
 establish a policy for safe storage and safe handling of evidence 
 ensure monitoring to detect and prevent major incidents; 
 train staff so that everyone understand their role in the digital evidence process 

and the legal sensitivity evidence; 
 ensure legal control to facilitate action for incident response 

 
In summary, an organization’s ability to exploit these data and anticipate the response 

to an incident is the focus of Forensic Availability. 

2.2   Reactive Approach - Post-Collection of a security event.  This approach at-
tempts to recover the evidence after the security incident is detected in order to per-
form a forensic analysis to determine what happened. The examination must be con-
ducted in such a way as to ensure the admissibility of evidence. Piccirilli [9] provides 
in his doctoral thesis a description of the stages that can be applied in cases recollec-
tion of digital evidence involving computer-related elements, which include: 

 the study and analysis of the environment, to identify the digital evidence to be 
obtained; 

 the analysis claims subject to expert examination, which establishes the objec-
tive that the digital evidence must meet 

 the acquisition of digital evidence; 
 the analysis of the evidence obtained, in accordance with the guidelines of the 

request forensic examination; 
 the way of presenting the digital evidence obtained from the performed investi-

gation; 
 the preservation of the treated digital evidence (for eventual future stages of in-

vestigation, whose source would be the digital evidence itself). 

 
Likewise, an exploratory analysis has been carried out on the most widely consid-

ered protocol standards and models, such as RFC 3227 [10] and ISO/IEC 27037 [11], 
where a set of common points are observed for correct forensic analysis. Among them 
we can summarize the importance of preserving the testing environment, how and 
where evidence is stored, how it is analyzed for maximum outcome, and finally the 
importance of reports that are clear and concise [12], [13].  

In this paper, both methodological approaches applied to web servers will be ana-
lyzed, specifically analyzing HTTP protocol information in versions 1.1 and 2.  
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3 HTTP Protocol 

Hypertext Transfer Protocol (HTTP) is an application level protocol with defined 
characteristics for use in distributed, collaborative and hypermedia information sys-
tems. It is characterized by being a simple and widely accepted client/server protocol, 
which defines the structure of the request/response messages as well as the way in 
which these messages are exchanged between clients and web servers. Improvements 
have been introduced in its different versions, mainly aimed at improving its perfor-
mance, reducing resource consumption and latency, and resolving some of the prob-
lems of communication through TCP [14],[15]. 

The latest version HTTP/2 [16], presents a binary protocol that incorporates multi-
plexing and the mandatory use of TLS keeping the same semantics and compatibility 
with versions 1.0 and 1.1.1. The protocol is implemented if the client and server have 
support and if either of them do not have it, in the protocol negotiation, it is agreed to 
use the previous versions. Currently, most browsers and server environments have 
official implementations for the new version. 

The following table summarizes the main differences between the versions: 
 

Table 1. Main differences between HTTP versions. 
 

 
HTTP/1.0 

(1996) 
RFC 1945 

HTTP/1.1 
(2000) 

RFC 2616 

HTTP/2 
(2015) 

RFC 7540 

Requirements 
management 

A requirement delivered 
at a time, over a connec-
tion. 

HTTP Keep Alive 
Mechanism: several 
requirements can use 
multiple connections 
with the server to re-
duce latency. 

Multiple request / re-
sponse messages on the 
same connection. Al-
lows you to assign 
priorities to the re-
quirements. 

Header Field 

Text format. 
HTTP messages: ASCII 
encoding sent as plain 
text over the connection.  

Text format. 
HTTP messages: ASCII 
encoding sent as plain 
text over the connec-
tion.  

Binary format.  
HTTP messages are 
converted into encrypt-
ed binary frames Com-
pression of header 
(HPACK Algorithm). 

Multiplexing  

Does not allow simulta-
neous connections using 
the same TCP connec-
tion. 

Does not allow simulta-
neous connections using 
the same TCP connec-
tion. 

Allows multiple re-
quests and responses in 
parallel using the same 
(a single) TCP connec-
tion, sending each re-
quest in a different 
stream. 

Server side 

Download of resources 
at the client's request 
(first HTML, then CSS, 
JS, images, links) 

Download of resources 
at the client's request 
(first HTML, then CSS, 
JS, images, links) 

Server Push Technolo-
gy: allows files (CSS, 
JS, images) to be up-
loaded from the server 
to the client without the 
client asking for it. 
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4 Referring to testing and control points 

As it has been expressed in previous paragraphs, the analysis proposed in this work is 
based on the need to reach general and comparative conclusions about the perfor-
mance of the two methodological approaches considering aspects such as: the quality 
of the collected data, the traceability of the data, the level of responsibility of the data, 
analysis of incidents response answer times, conservation of the evidence and volume 
of the collected data. 

In order to develop the activities and tests, a work group has been configured in a 
LAN Ethernet web which is made of an Operative Ubuntu Server version 15.10 and a 
Web Apache Server version 2.4.12. This net is completed by six workstations con-
nected to both, the wired and wireless net. 

For the execution of tests and the acquisition of data, free distribution computing 
forensics tools have been analyzed [17], [18], such as CAINE [19], Black Arch Linux 
[20] and Kali Linux [21]. Kali Linux version 64 bit 2017.1, which has more than 300 
tools and applications related with the audit and the computer forensics was chosen. 

The following documents have been selected as general guides for the proofs and 
the frame of the work: 

─ RFC 3227: published by the Internet Engineering Task Force (IETF) which 
set guidelines to collect and store evidences without putting them on risk. 

─ ISO/IEC 27037:2012 which gives guidelines for the proper handling of the 
digital evidence governed by three essential principles: the relevance, the re-
liability and the sufficiency. 

─ OSSTMM (Open Source Security Testing Methodology Manual) [22]. It is 
one of the most complete professional standards used to audit systems securi-
ty. 

The project’s scheduled first activities originated some results, which are detailed 
as follows. The first activity consisted on identifying the control points in the proto-
cols HTTP 1.1 and HTTP/2. In order to do this, the capture, analysis and guard of the 
following have been selected. 

a. Incoming and outgoing traffic of the ports 80 and 443 TCP, to get infor-
mation about the possible kinds of attacks and the origin of them. 

b. Condition of the established connections in the 80 and 443 ports. 
c. Log files (/var/log/): 

- messages.log: general system of messages record. 
- auth.log: authentication record. 
- secure: authentication record. 
- utmp/wtmp: logins record. 

d. httpd: log record of Apache: error.log and access.log. The former gives diag-
nostic information and records any that could occur in the processing re-
quirements. The latter stores all the processed requirements by the server. 

e. configuration files from Apache server: with the purpose of determining no 
authorized modifications in the server configuration altering its function. 
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The second activity focuses on the identification of comparative points among the 
gathering methodologies of digital evidence, for which data are being collected. These 
data will be analyzed in the following stages taking into account the particularities of 
each approaching. 

a.      Preventive approach 
-  Monitoring and recompilation of data according to the established points 

detailed in the activity 1. 
-  Two daily copies of the collected data are stored on external storage with 

integrity protection of hash (MD5). 
 

b.      Reactive approach 
- Standard monitoring and recompilation a data according to the points de-
tailed in the activity 1. 

 
These data will allow to build a comparative matrix with quantitative and qualita-

tive data, which will try to answer about some main issues such as: 

○ Which methodology does offer a better answer in case of a security in-
cident? 

○ Which will be the infrastructure cost of any of them? 
○ Which approach does offer better times of operative recovery? 
○ Which approach does offer the most suitable environment to realize 

computer forensics after an incident? 
○ Can the quality, traceability and inviolability of the collected data be 

secured in the preventive approach? 

 

5 Conclusions and future work 

This article presents the first findings of PID 7052-UNER called Analysis of method-
ologies of digital data collection. 

With regard to the collection methodologies proposed for the analysis, an explora-
tory study of related material and publications was carried out, identifying the main 
characteristics, objectives and reasons why an organization can adopt a preventive or 
reactive approach to security incidents. In this sense, the team intends to build a com-
parative matrix that presents the relevant aspects in terms of quality, traceability and 
data availability, the incident’s response time in both cases and last but not least, the 
volume and way of storing the gathered information.   

The new version of the HTTP protocol called HTTP/2 has been analyzed in order 
to know its implications for data traffic capture. From the point of view of interest to 
this work, no major changes were detected at the application level, but progress 
should be made in the future in the analysis of its relationship with TCP and security 
restrictions with the use of TLS.  
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First results show that: a) The Forensic Readiness methodology provides an active 
mechanism for anticipating incidents in contrast to security incident response meth-
odologies; b) Digital continuity, risk management and forensic preparedness support 
each other; c) Maximizing the exploitation of potential evidence: preserved, unpollut-
ed or damaged evidence; d) The integrity of the data is ensured with a digital hash 
strip. 

The next stages of the PID, which are under development, include the simulation 
of a Denial of Service (DoS) attack for the purpose of analyzing the various aspects 
already mentioned related to the performance of the methodologies. 
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Abstract. In recent years, energy consumption has emerged as one of the 
biggest issues in the development of HPC applications. The traditional approach 
of parallel and distributed computing has changed its perspective from looking 
for greater computational efficiency to an approach that balances performance 
with energy consumption. As a consequence, different metrics and 
measurement mechanisms have been implemented to achieve this balance. The 
objective of this article focuses on monitoring and analyzing energy 
consumption for a given application through physical measurements and a 
software interface based on hardware counters. A comparison of the energy 
values gathered by Intel RAPL versus physical measurements obtained through 
the processor power source is presented. These measurements are applied 
during the execution of a classic matrix multiplication application. Our results 
show that, for the application being considered, the average power required by 
the processor has an error of up to 22% versus the values predicted by RAPL. 

Keywords: Energy consumption, Prediction, Power, Hardware counters, 
RAPL, Perf. 

1 Introduction 

The goal of High Performance Computing (HPC) is to design and develop solutions 
to situations that require large computing capacities by using techniques and methods 
that allow using all available computing power to achieve maximum speedup and 
efficiency. 

In recent years, due to existing limitations in energy resources, greater emphasis 
has been placed on researches related to the consequences of increasing processor 
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temperature. The trend has been analyzing energy consumption on different 
applications and developing consumption models to predict and plan for execution 
based on energy consumption metrics [2, 3]. 

Currently, power consumption efficiency is a very important metric that affects 
everything from mobile systems to large HPC centers. Daily energy consumption in 
the latter is very high and this metric increase over time. Therefore, monitoring power 
dissipation and energy consumption in every system has become a priority research 
area. 

Many biggest clusters currently operating are formed by general-purpose machines 
that, above all, have a low monetary cost. By interconnecting dozens, hundreds or 
thousands of these devices, significant computational power is obtained, albeit with 
very high power consumption, which includes the energy required for cluster nodes to 
operate as well as the energy required to keep such nodes refrigerated, for example. 
For this reason, monitoring the energy used for each of the computers is a key to be 
able to reduce this variable. 

This article focuses on monitoring and analyzing energy consumption for a matrix 
multiplication application through physical measurements and a software interface 
based on hardware counters. 

The article is organized as follows: Section 2 presents an overview of related works 
in the energy consumption area. In Section 3, some basic concepts of energy 
consumption measurement are defined. After that, Section 4 details the methodology 
used to carry out the measurements. Then, in Section 5, the experimental work is 
described, whereas in Section 6, the results obtained are presented. Finally, Section 7 
presents our conclusions and future work.  

2 Related work 

Energy consumption in HPC has emerged as one of the major research areas in recent 
years due to the need of minimizing the environmental impact of the infrastructure 
required by computation centers, large servers, storage systems and refrigeration 
systems. To manage energy consumption, numerous applications and measurement 
instruments such as the ones used in this article have been designed.  

When looking to determine a reference value corresponding to the consumption of 
an entire computation system, which is known as coarse-grained measurements, 
different instruments that intercept power sources and applications that extract the 
corresponding data are used. For example, external measurements with clamp probes  
and oscilloscopes [2, 3], or devices such as Watt’s Up Pro combined with applications 
that take captured data and output information for the test scenario, such as 
PowerPack [11].  

In other scenarios, power consumption information of a specific component 
(memory, disk, network, GPU) is needed. In those cases, fine-grained measurements 
are used. The implementation of the physical measurements included in this article for 
measuring CPU consumption was inspired in [9, 21] which, using Hall effect sensors, 
allows extracting the information from the corresponding device. 
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Other works have considered fine-grained measurements through sensors as 
invasive and highly complex, and have therefore studied estimation models based on 
hardware counters information. Such is the case of [4, 6, 7, 15, 17], where the power 
consumed by the entire system or its different components is estimated by means of 
fine-grained measurements. There are other models that are application-centered and 
whose objective is assessing application execution frequency [18, 5] or application 
scheduling [22]. More complex models have also been developed, such as models that 
include heterogeneity and consider GPU consumption [20, 24] and even models with 
a certain type of intelligence through machine learning [23]. 

Power estimation through fine grain models provided by processor manufacturers, 
such as Running Average Power Limit (RAPL) in the case of Intel [8, 14] and 
Application Power Management (APM) for AMD [1], have generated interest in the 
community in relation to whether the values obtained with them match actual physical 
measurements. For this reason, the reliability of counter registers and the consumption 
model have been questioned, and there are numerous works that attempt to validate 
the estimation by comparing the values obtained by the model with those obtained by 
the physical measurement methods mentioned above [9, 12, 13].  

There are works that estimate coarse-grained power (or alternating current power of 
the entire system) from the fine-grained power model provided by processor 
manufacturers [16, 4]. 

3 Power consumption measurement 

There are several approaches to measure the energy used during a certain period of 
time; however, only two of those are widely used. 

On one hand, energy consumption can be monitored through certain software 
measurement interfaces that feed a refined power model with different system 
variables to obtain an estimated measurement of the current power consumption by 
the device. On Intel processors these variables are obtained through hardware counter 
records present in most processors designed in recent years, more specifically, since 
SandyBridge micro-architecture [14]. 

On the other hand, power consumption control through external physical 
measurement uses different tools that are especially designed for that. There are 
publications where the power of the entire system is sampled through a clamp probe 
connected to a digital oscilloscope [2, 3]. In other cases, invasive techniques are used, 
where current sensors (Hall Effect) are attached to the power sources of the various 
devices in a computer [11]. 

3.1 Software approach 

For many years, microprocessor manufacturers installed hidden registers used for 
debugging hardware problems, but it wasn't until 1993 that their existence, and the 
possibilities they offer in relation to knowing very accurate data on processor status, 
became publicly known. Hardware counters are a set of special-purpose registers built 
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in most modern micro-processors whose function is to store in a cumulative way 
certain events related to system hardware. In its latest designs, Intel has added specific 
events to measure power consumption. 

Due to the potential offered by these counters, many tools have been developed 
that allow to specify events to be monitored, either for application profiling or to 
make adjustments during algorithm execution.  

In the case of application profiling, perf emerges as a GNU/Linux application that 
displays a large number of events used in profiling and allows accessing them through 
the command line. Available events depend both on the architecture as well as on the 
Linux kernel being used. Due to the complexity involved in accessing counter values 
in real time, PAPI [19] turns up as an interface that allows accessing the various 
events and counter records from an algorithm's source code. Thus, it is possible to 
alter the application behavior based on the obtained power values.  

As already mentioned, the design of consumption events led to research works 
focused on estimating power consumption for the different components in a computer 
system, obtaining power estimation models such as RAPL [8]. RAPL is a model that 
estimates energy using hardware counters and I/O models. RAPL uses measurement 
domains, which ensures fine-grained monitoring that may vary based on processor 
model. 

The Package (PKG0) domain includes the power used by the entire socket. Then, 
PP0 encompasses the entire sub-system of cores and caches, while PP1 considers the 
consumption generated by circuitry that is external to the cores, such as onboard 
GPU. Lastly, the DRAM domain generates information about the energy used by the 
main memory. Since the PKG0 domain includes the PP0 and PP1 sub-domains, this is 
the domain that was selected to carry out energy measurements in this work. 

3.2 Physical approach 

When physically monitoring power, there are two procedures that can be carried out: 
a coarse-grained procedure and a fine-grained one. The former consists in 
intercepting, using a suitable instrument, the variables required for calculating instant 
power: current and voltage. In a fine-grained procedure, the instant current that goes 
through the power inlet of the main devices in the system is monitored.  

This article focuses on the second procedure. To this end, several devices are used. 
First, an Arduino UNO development board based on free hardware and equipped with 
an ATmega328P processor, 14 digital I/Os, 6 analog I/Os and a 16MHz rate clock. 
Then, a couple of ACS712 sensors, which will be used to measure power through 
invasive Hall Effect. This type of sensors operate in a range between -5 and 5 Amps 
and have a resolution of 185mV/A, powered at 5V, as shown in Figure 1a. On the 
other hand, the equipment whose energy consumption will be measured should have a 
power source with a 4-pin ATX 12V connection (see Figure 1b), which is used 
mainly to power the CPU through the connector that can be seen in Figure 1b. 
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Fig. 1. Devices required to carry out physical measurements. 

4 Implementation 

To carry out the measurements, two machines are required – a study machine which 
runs the target algorithm, and a monitoring machine that allows to capture physical 
measurements. 

Figure 2 shows a simple connection diagram. The mentioned sensors are serially 
connected to the ATX 12V power source, and the development board reads the values 
and send them to the monitoring machine. There, it runs a Python script responsible 
for receiving the data and save them to disk. 

 

 
Fig. 2. Measurement diagram. 

 

Finally, software-based measurements are carried out simultaneously with physical-
based sampling using the perf tool. It should be noted that both procedures can be 
achieved at the same time because perf is a very light tool and, therefore, does not 
introduce a significant overhead. Synchronization between both machines is given 
through a TCP socket. 
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5 Experimentation 

The specific measurements were performed on the machine labeled study machine, 
which consisted on a Gigabyte GA-H81M-H motherboard, an Intel Core I3-4170 
processor (2 cores), an 8GB DDR3 RAM memory and Ubuntu 14.04 operating 
system (Kernel 3.16). The monitoring machine requires only one Python interpreter to 
obtain the values being sensored. 

On the other hand, a basic matrix multiplication algorithm (1) was chosen as the 
case study because it represents a widely used problem which is part of solutions to 
larger-scale problems. 

 

There exists two different implementations, a serial and a multithreaded one using the 
OpenMP library. Both of them at an operation rate of 1.6GHz. 

6 Results 

This section details the results corresponding to physical and software measurements. 
We include a brief graphical and descriptive analysis of the obtained data and then we 
discuss the results for the serial solution at different workloads. It should be noted that 
both physical and software measurements are done using an execution script that 
includes an idle-sleep segment (considered in the results) before and after the 
algorithm computation, as follows: 

_> Sleep 2s (Idle State) 
_> Program execution 
_> Sleep 2s (Idle State) 

Figure 3 shows the power consumption of the serial version with a 2048 x 2048 
matrix. 

57



 
Fig. 3. Consumption profile, serial algorithm. 

 
As it can be seen, the behavior of both approaches are similar. It should be noted that 
physical measurements appear to be “noisy” because we present instant data (i.e., not 
an average of sensored samples).  

Below Table 1 lists average power values corresponding to both physical and 
software approximations when varying the workload for the serial algorithm. 

Table 1. Active power (Watts) for the serial solution. 

 1024 2048 4096 8192 
Software measurement 12.35 12.70 13.07 12.90 
Physical measurement 13.69 13.97 14.38 14.34 

 
It is evident that the physical approach return higher values than software-based 
measurements. This deviation presents a linear behavior and shows a variation close 
to 10% (see Figure 4). 
 

 
Fig. 4. Error ratio for the serial implementation. 

On the other hand, OpenMP solutions using 2, 4 and 8 threads yield the results that 
are shown in Figure 5 (a, b and c, respectively). 
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Fig. 5. Average power consumption for thread-based solutions (in Watts). The offset between 
software and physical measurements is also shown. 

As shown in the graph, it can be concluded that there is an increase in the offset 
between both measurements and it ranges between 10% and 22%. 

7 Conclusions and future work  

This work focused on monitoring and analyzing energy consumption for a matrix 
multiplication application through physical measurements and a software interface 
based on hardware counters.  

A physical measurement environment was built, which consisted of an Arduino 
board with current sensors that allowed recording real measurements of the average 
power demanded by the processor. In addition, a data-capturing script was 
implemented in Python to store power data. On the other hand, perf was used to 
access the values returned by RAPL for the Intel processor being studied. 

Based on the results, a linear deviation in average power values was observed 
between physical and software-based measurements, the former being higher in all the 
cases that were assessed. This difference between measurements is believed to also be 
affected by one or several hardware devices whose software-recorded consumption 
has not been analyzed. Additionally, a variable error between 10% and up to 22% was 
detected in matrix multiplication experiments, for different data sizes and threads 
number. 

Finally, in the future we plan to work on the detection and analysis of the gap 
between software-based and physical measurements, as well as on the correlation 
between the internal methods versus an external AC measurement. After the external 
measurement validation, there is great interest in assessing power consumption in 
other system components, such as RAM memory and I/O, which have not been 
considered in this work. 
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Abstract. An assistant to evaluate the characteristics, proposed by ISO/IEC 
25010, of a software product using GQM (Goal, Question, Metric) is presented. 
A set of questions was defined whose combined answers allow obtaining a log-
ical metric applicable to the characteristics proposed by ISO/IEC 25010. For 
this work, the characteristic of Security was used as case study, the correspond-
ing metrics were defined, and the results obtained when applying them to three 
case studies are presented. 

Keywords: Quality, Software product, GQM, ISO/IEC 25000 

 

1 Introduction 

The number of software developing companies has increased significantly together 
with the increase in the demand for products from the sector. For this type of compa-
nies, software quality has a key role, in particular as a differentiating element for 
competitiveness and corporate image, and because the monetary losses these compa-
nies can suffer as a consequence of software quality issues are significant. In this 
context, the activities related to software quality and its evaluation are becoming ever 
so important [1]. 

An organization can be interested in evaluating its product as a differentiator from 
its competitors by ensuring delivery times and lower failure rate in the product after 

1 Corresponding author 
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its implementation to production; through establishing agreements in the service sec-
tor by defining quality parameters that the product must meet before delivery; by 
detecting software product flaws and remove them before delivery; by evaluating and 
controlling the performance of the software product developed, ensuring that it will be 
capable of yielding the results taking into account given time and resource re-
strictions; by ensuring that the software product developed complies with the neces-
sary levels for security characteristics (Confidentiality, Integrity, Authenticity, Non-
Repudiation, etc.); and so forth. 

In this sense, the ISO 25000 family, known as SQuaRE (Software Product Quality 
Requirements and Evaluation) is born as a response to these needs. Its objective is 
creating a common framework to assess the quality of the software product. It is a 
replacement of the previous ISO/IEC 9126 and ISO/IEC 14598, Quality models and 
metric generation [2-4]. 

In this article, we propose a software product evaluation assistant based on the met-
rics defined in ISO/IEC 25010 using the GQM approach [5]. 

Section 2 briefly describes the ISO/IEC 25000 family and the approach proposed 
in GQM. Then, Section 3 describes the model used to evaluate the characteristics 
proposed by ISO/IEC 25010 using the GQM approach, in particular, the characteristic 
of Security. After that, three case studies are presented, where the evaluation model is 
applied and the results obtained are discussed. Finally, conclusions are presented. 

2 Quality Models and Metric Generation  

2.1 The ISO/IEC 25000 Family. 

Quality management is required in organizations due to the significance it has on 
various fronts: on the product level, establishing the quality achieved and the charac-
teristics present in the products; on the level of the organization, establishing a proce-
dural framework that allows improvement; as well as on the level of the processes. 

 
To organize and unify all standards related to software product quality, ISO/IEC 

published in 2005 the document ISO/IEC 25000:2005 -  SQuaRE (Software Product 
Quality Requirements and Evaluation), also known as the ISO 25000 family. Within 
ISO/IEC 25000, ISO/IEC 25010 - System and software quality models and ISO/IEC 
25040 - Evaluation process, described below, stand out.  

ISO/IEC 25010 - System and software quality models. 
It replaces ISO/IEC 9126-1:2001. It adds new internal and external characteristics, 

grouping them under the name of software product quality. The main change made is 
the addition of the Compatibility characteristic, which is related to the possibility of 
exchanging information between systems, and the Security characteristic, which is 
related to the concepts of confidentiality and access to information [6]. 
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Each of these software product quality characteristics is subdivided into sub-
characteristics that define them in more detail, as shown in Figure 1. 

 
     

 
Figure 1- Software product quality characteristics 

 

ISO/IEC 25040 - Evaluation process. 
It replaces ISO/IEC 14598-1:1999. The new version defines 13 processes in five 

stages:  
1) Establishing evaluation requirements: a. Establishing the purpose of the evalua-

tion. b. Obtaining product quality requirements. c. Identifying the parts of the product 
that should be evaluated. d. Defining the strictness of the evaluation.  

2) Specifying the evaluation: a. Selecting the evaluation modules. b. Defining deci-
sion criteria for metrics. c. Defining decision criteria for the evaluation.  

3) Designing the evaluation: a. Planning evaluation activities.  
4) Performing the evaluation: a. Carrying out the measurements. b. Applying deci-

sion criteria for metrics. c. Applying decision criteria for the evaluation.  
5) Finishing the evaluation: a. Reviewing the results of the evaluation. b. Creating 

the report for the evaluation. c. Reviewing the quality of the evaluation and obtaining 
feedback. d. Treating evaluation data [7]. 

2.2 GQM. (Goal, Question, Metric)   

GQM (Goal, Question, Metric) is a method that uses a metric to measure certain 
goal in a given way.  The measurement model has three levels: 
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─ Conceptual Level (Goal): a goal is defined for an object, which can be a prod-
uct, a process or a resource, in relation to several quality models, from several 
points of view and relative to a specific environment. 

─ Operational Level (Question): a set of questions is refined based on the goal and 
aimed at checking if the goal is met. These questions are intended to character-
ize the object being measured (product, process or resource) in relation to a giv-
en quality issue and establishing its quality from that point of view. 

─ Quantitative Level (Metric): a set of metrics, which can be objective or subjec-
tive, is linked to every question, so that each question can be answered quantita-
tively. 

 
A GQM model is developed by identifying a set of quality and/or productivity 

goals, at a corporate, division or project level. From those goals and based on models 
of the object being measured, questions are created to define those goals as thorough-
ly as possible. The next step is specifying the measures that should be taken to answer 
the questions and follow up in relation to how the products and processes meet those 
goals. Once the measures are specified, information compilation procedures should be 
developed, including validation and analysis procedures [5]. 

3 Quality Characteristics Evaluation Model 

The model developed here consists in defining a set of questions based on the GQM 
approach that will then show, through logical connectors, to which extent the goals 
proposed are met.  

As case study, we considered the characteristic Security, which includes the fol-
lowing sub-characteristics: Confidentiality, Integrity, Non-Repudiation, Responsibility 
and Authenticity.  

 
CONFIDENTIALITY: It evaluates the ability to protect against non-authorized 

access to data and information, be this accidental or deliberate. 
INTEGRITY: It evaluates the ability of the system or computer to prevent non-

authorized accesses or modifications to computer data or programs. 
NON-REPUDIATION: It evaluates the ability to prove the actions or events that 

have taken place, so that such actions or events cannot be repudiated later on. 
RESPONSIBILITY: It evaluates the ability to unequivocally track the actions car-

ried out by an entity. 
AUTHENTICITY: It evaluates the ability to prove the identity of an individual or 

a resource. 

3.1 Questionnaire  

Based on the characteristics described above, 33 true/false questions were defined. 
Table 1 
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Table 1. Questionnaire for the Security characteristic 

ID QUESTION 
Q1 Is it a requirement for the password to be at least 8 characters long? 
Q2 Is it a requirement for the password to include both upper- and lower-

case characters? 
Q3 Is it a requirement for the password to include both numbers and letters? 
Q4 Is it a requirement for the password to include special characters? 
Q5 Does the system use secure connection through HTTPS? 
Q6 Are database data encrypted? 
Q7 Does the system allow access to functionalities to which no permissions 

have been granted? 
Q8 Does the system allow access to the database by any individual? 
Q9 Does the system allow access to application server code by any individu-

al? 
Q10 Is the physical server accessible to any individual? 
Q11 Is the remote server accessible to any individual? 
Q12 Does the system redirect to non-secure sites? 
Q13 Does the system request registration confirmation via e-mail when a new 

user registers? 
Q14 Does the system allow any individual to modify the database? 
Q15 Does the system allow any individual to modify the application server 

code? 
Q16 Does the system allow SQL injections? 
Q17 Does the system keep a history of actions performed? 
Q18 Does the system have data encryption algorithms? 
Q19 Does the system have a cryptographic method, such as digital signature? 
Q20 Does the system request confirmation when an action is performed? 
Q21 Is the system protected with SSL certificates? 
Q22 Does the system issue a warning when accessing from an unknown loca-

tion? 
Q23 Does the system send an e-mail report of the operations done? 
Q24 Does the system keep a record of date and time of logins to the system? 
Q25 Does the system record the type of browser and operating system used to 

enter the site? 
Q26 Does the system record the IP address from which the site is accessed? 
Q27 Does the system check identity through a digital certificate? 
Q28 Does the system have two-step verification? 
Q29 Is a second-level key required to enter the system? 
Q30 Does the system check identity through biometric data? 
Q31 Does the system check identity through a code card? 
Q32 Does the system check identity through credentials? 
Q33 Does the system check identity through a digital signature? 
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3.2 Evaluation Criteria (EC) Description  

To achieve our objective, the answers to the questions were combined through logic, 
establishing a score for each EC.  

Table 2. Evaluation Criteria (EC) Description  

  
ID Name Description Equation Points 
C-1 Secure con-

nections 
A connection is considered to be secure 

if it uses HTTPS and there is no redirec-
tioning to non-secure sites. 

Q5 & ~Q12 = T 1 

C-2 Access con-
trol 

No unauthorized access to functionali-
ties, the database, application code, and 
physical or remote servers should be al-
lowed. 

if Q7 | Q8 | Q9 | 
Q10 | Q11 = F 

1 

C-3 Data encryp-
tion 

Database data should be encrypted. Q6 = T 1 

C-4 Low-level 
password 

A password is considered to be low 
level if it is less than 8 characters long, 
does not include upper and lower case, 
does not include letters and numbers and 
does not include special characters. 

 

Q1 | Q2 | Q3 | Q4 
= F 

0 

 Mid-level 
password 

A password is considered to be mid-
level if it is at least 8 characters long or it 
includes upper and lower case or letters and 
numbers or special characters. 

Q1 | Q2 | Q3 | Q4 
= T 

0.5 

 High-level 
password 

A password is considered to be high 
level if it is at least 8 characters long and it 
includes upper and lower case, letters and 
numbers and special characters. 

Q1 & Q2 & Q3 & 
Q4 = T 
 

1 

 

I-5 Access pre-
vention 

Unauthorized access to functionalities, 
the database and application code should 
be prevented; SQL injections should not be 
allowed. 

Q7 | Q8 | Q9 | 
Q16 = F 

1 

I-6 Modification 
prevention 

Unauthorized database data modifica-
tion and application code should be pre-
vented. 

Q14 | Q15 = F 1 

I-7 Data confir-
mation 

Registration should be confirmed via e-
mail. 

Q13 = T 1 

NR-8 Operations 
carried out 

A history of actions should be availa-
ble, or they should be sent by e-mail. 

 

Q17 | Q23 = T 1 
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NR-9 Encryption 
method 

There should be a data encryption algo-
rithm or a cryptographic method, such as 
digital signature, or protection through SSL 
certificates. 

Q18 | Q19 | Q21 = 
T 

1 

NR-10 Action con-
firmation 

A confirmation should be requested 
when performing a given action. 

Q20 = T 1 

NR-11 Location 
registration 

A notification should be issued if the 
system was accessed from an unknown 
location. 

Q22 = T 1 

R-12 Action and 
data records 

A history of actions should be availa-
ble, or a record showing system access date 
and time or the IP address from which the 
system was accesses and the type of 
browser and operating system used, 

Q17 | Q24 | Q25 | 
Q26 = T 

1 

R-13 Location 
control 

A notification should be issued if the 
system is accessed from an unknown 
location. 

Q22 = T 1 

A-14 Identity 
verification 

The system should check identity 
through any of the following methods: 
biometric data, code card, credentials, 
digital signature or digital certificate. 

Q27 | Q30 | Q31 | 
Q32 | Q33 = T 

1 

A-15 Additional 
verification 

Two-step verification should be used, 
or a second level key should be required to 
enter the system, or a registration confirma-
tion via e-mail should be used. 

Q28 | Q29 | Q13 = 
T 

1 

 

3.3 Metrics for Each Sub-Characteristic. 

EC were combined to define the metrics that meet the goals of each sub-
characteristic. For each of them, a name, a purpose, an application method, input val-
ues and equation used were defined.  

Confidentiality. 
Metric: Confidentiality 
Purpose: How efficient is the system when protecting against non-authorized access to 
data and information, be this accidental or deliberate? 
Application method: Answering EC questions corresponding to the sub-characteristic 
"Confidentiality" and calculating the score obtained by adding the score for each EC 
that meets the expected goal. “Total score” is the maximum score that can be ob-

tained.  
Inputs: A = Score obtained. B = Total score. 
Equation: X = A/B 
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Observations: The EC to be used are: C-1, C-2, C-3 and C-4. 

Integrity. 
Metric: Integrity 
Purpose: How capable is the system to prevent non-authorized accesses or modifica-
tions to computer data or programs? 
Application method: Answering EC questions corresponding to the sub-characteristic 
"Integrity" and calculating the score obtained by adding the score for each EC that 
meets the expected goal. “Total score” is the maximum score that can be obtained.  
Inputs: A = Score obtained. B = Total score. 
Equation: X = A/B 
Observations: The EC to be used are: I-5, I-6 and I-7. 

Non-Repudiation. 
Metric: Non-Repudiation 
Purpose: How capable is the system to prove the actions or events that have taken 
place, so that such actions or events cannot be repudiated later on? 
Application method: Answering EC questions corresponding to the sub-characteristic 
"Non-Repudiation" and calculating the score obtained by adding the score for each 
EC that meets the expected goal. “Total score” is the maximum score that can be 

obtained.  
Inputs: A = Score obtained. B = Total score. 
Equation: X = A/B 
Observations: The EC to be used are: NR-8, NR-9, NR-10 and NR-11. 

Responsibility. 
Metric: Responsibility 
Purpose: How capable is the system to unequivocally track the actions carried out by 
an entity? 
Application method: Answering EC questions corresponding to the sub-characteristic 
"Responsibility" and calculating the score obtained by adding the score for each EC 
that meets the expected goal. “Total score” is the maximum score that can be ob-

tained.  
Inputs: A = Score obtained. B = Total score. 
Equation: X = A/B 
Observations: The EC to be used are: R-12 and R-13. 

Authenticity. 
Metric: Authenticity 
Purpose: How capable is the system to prove the identity of an individual or a re-
source? 
Application method: Answering EC questions corresponding to the sub-characteristic 
"Authenticity" and calculating the score obtained by adding the score for each EC 
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that meets the expected goal. “Total score” is the maximum score that can be ob-

tained.  
Inputs: A = Score obtained. B = Total score. 
Equation: X = A/B 
Observations: The EC to be used are: A14 and A15. 

 
 
The equations used for each sub-characteristic are listed in Table 3.  
 

Table 3. Equations for Each Sub-Characteristic.  

METRIC EQUATION 
CONFIDENTIAL

ITY 
(C1+C2+C3+C4)/4 

INTEGRITY (I5+I6+I7)/3 
NON-

REPUDIATION 
(NR8+NR9+NR10+NR11)/

4 
RESPONSIBILIT

Y 
(R12+R13)/2 

AUTHENTICITY (A14+A15)/2 

4 Case Studies 

The evaluation process was carried out, following the structure presented in 
ISO/IEC 25040, for three web applications to evaluate their Security characteristic.  

 
Case a) It has been in production for approximately 18 months, it has more than 

3,200 users, and an average of 500 daily logins.  
Case b) It has been in production for approximately 30 months, it has more than 

160 users, and an average of 75 daily logins. 
Case c) It is in a testing stage, it has ten users with a minimal login frequency by 

the users that are testing the application. 

4.1 Establishing evaluation requirements 

The purpose of the evaluation is to measure the security of three web systems by 
analyzing different aspects of such systems.  The characteristic of “Security,” as de-

fined in ISO/IEC 25010, was selected.   
Two of the systems to be evaluated are in their final version and are currently be-

ing used by different users. The remaining system is running in a test version and is 
being used by different people responsible for carrying out tests.  
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4.2 Specifying the evaluation 

The metrics used for each sub-characteristic are those defined in Section 3. Ac-
ceptance criteria for these sub-characteristics are:  

Not acceptable: 0 <= X < 40  
Minimally acceptable: 40 <= X < 60   
Target range: 60 <= X < 90  
Exceeds requirements: 90 <= X <=100 
The result shall be considered as acceptable if all sub-characteristics are rated as 

Minimally acceptable, Target range or Exceeds requirements.   

4.3 Designing the evaluation 

To carry out the evaluation, three developers from the web systems to be analyzed 
(one developer from each system) were asked to use T/F to answer the questions 
listed in Section 3.1. They were asked to use an Excel spreadsheet that was provided 
to them, which was set so that values A and B corresponding to each metric were 
automatically calculated. 

4.4 Carrying out the evaluation 

The evaluation was carried out as planned and the following results were obtained: 
 
Case a) Confidentiality 88%, Integrity 67%, Non-Repudiation 50%, Responsibility 

50% and Authenticity 0% 
Case b) Confidentiality 75%, Integrity 100%, Non-Repudiation 75%, Responsibil-

ity 50% and Authenticity 50% 
Case c) Confidentiality 0%, Integrity 33%, Non-Repudiation 50%, Responsibility 

0% and Authenticity 0% 

4.5 Completing the evaluation  

 
Case study a) has the sub-characteristics Confidentiality and Integrity within the 

acceptable range, Non-Repudiation and Responsibility are minimally acceptable, and 
Authenticity is unacceptable. 

Case study b) exceeds expectation in relation to Integrity, has acceptable Confiden-
tiality and Non-Repudiation characteristics, and Responsibility and Authenticity that 
are minimally acceptable. 

Case study c) is minimally acceptable as regards Non-Repudiation, and unaccepta-
ble for Responsibility, Authenticity, Integrity and Confidentiality. 

 
Figure 2 shows a comparison of the sub-characteristics evaluated in each of the 

cases.  
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Characteristic Analysis – Security  
Case study a) does not meet evaluation requirements since its Authenticity sub-

characteristic is in an unacceptable range: the system does not check identity through 
any valid method and it does not have a two-step verification process, a second-level 
key or registration confirmation via e-mail. 

 
Case study b) is considered to meet evaluation requirements because all of its sub-

characteristics are within an acceptance range. 
 
Case study c) does not meet evaluation requirements because only its Non-

Repudiation sub-characteristic is in an acceptable range. In this case, the Authenticity 
sub-characteristic is unacceptable for the same reasons as in case study a). As regards 
Responsibility, it is considered to be unacceptable because the system does not keep a 
history of actions or an access record, nor does it issue a notification when it is ac-
cessed from an unknown location. In relation to Confidentiality, the system does not 
have secure connections or access control, and there is no encryption of database data 
or criteria set for creating secure passwords. Finally, as regards Integrity, even if the 
system uses a procedure to prevent non-authorized modifications to the database and 
system code, this is not enough to achieve an acceptance level because it does not 
have any procedures to prevent unauthorized access to functionalities and there are no 
data confirmations sent via e-mail. 

 

 
Figure 2 Sub-characteristics in each case study 
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5 Conclusions 

The ISO/IEC 25010 standard offers a quality model to evaluate a set of characteristics 
applicable to a software product. We presented an evaluation model applicable to 
characteristics and sub-characteristics that is based on the GQM approach, which 
starts from a specific goal and then creates questions related to that goal. The answers 
to these questions are then combined to obtain the metric in question. Questions were 
created for the sub-characteristics of the Security characteristic, and a set of rules was 
generated to evaluate the answers to those questions. Then, these answers were com-
bined to produce the metrics corresponding to each sub-characteristic and, therefore, 
for the characteristic as a whole. 

Three web systems were evaluated, and only one successfully passed the test. The 
evaluation of the other systems was useful to detect shortcomings in them.  

In the future, we plan to expand the model by creating questions and evaluation 
criteria for the other characteristics included in the ISO/IEC 25010 standard. 
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Abstract. This work originated as a research proposal for a graduate 

dissertation at the School of Computer Science of the UNLP. The product is 

currently being used in the AulasWeb virtual teaching and learning 

environment, which is based on Moodle. A virtual character is used in the 

activities and resources selector as a supplement to help educators include 

activities in virtual classrooms. The results obtained in experiences in real 

classes and the new modifications added to the character are also discussed.. 
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1 Introduction 

Since 2004, the Department of Distance Education and Technologies (EADyT) of the 

Office of Academic Affairs of the National University of La Plata (UNLP) in 

Argentina has been organizing various training sessions aimed at educators in general, 

and university professors in particular who are interested in incorporating the 

concepts of distance education and use of digital technologies to their teaching 

practices. In different editions of these courses, it was observed that educators do not 

have significant experience in using virtual environments, and when they need to 

create and design classrooms, they find that there are a number of resources and 

activities they can use but they do not know exactly what the pedagogical objective of 

using them would be. 

Different virtual teaching and learning environments were analyzed, such as 

Moodle (AulasWeb1 and Qoodle2), Sakai3, IDEAS4, that are used at different 

universities, and their organization at the level of the system was reviewed, as well as 

the tools they offer for classroom creation and design. A more in-depth analysis of the 

                                                           
1https://aulasweb.ead.unlp.edu.ar/aulasweb/ 
2https://acceso.uvq.edu.ar 
3https://sakaiproject.org/ 
4https://ideas.info.unlp.edu.ar/login 
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collaborative tools offered by these environments was carried out, and the tools 

available in each of them were also studied to determine if they are for individual or 

group use and the level of assistance each of them provides. This review of the 

assistance provided in each case for the tools offered, and taking these as starting 

point, resulted in a proposal to create the AulasWeb environment, used in EADyT, 

and a set of instructions that include potential pedagogical situations where 

collaborative work activities can be used. These instructions were created based on 

surveys distributed among experts in the use and coordination of virtual classrooms 

and on an analysis of the use collaborative work tools in virtual classrooms within 

AulasWeb. These instructions are accompanied by a virtual character that acts as a 

guide in the creation and design of virtual classrooms. 

2 Theoretical framework 

Educational processes have incorporated an assortment of digital technologies that 

allow thinking and re-thinking teaching proposals. Among these, we can mentioned 

the so-called “virtual teaching and learning environments,” for example, Moodle, 

Sakai, others with proprietary software such as WebCT or Blackboard; and so forth.  

Virtual environment functionalities have evolved throughout the years and, since 

the arrival of Web 2.0, the possibilities for implementing online collaborative 

educational proposals have increased. 

The addition of Information and Communication Technologies (ICTs) in education 

resulted in a number of changes and modifications in the way the educational 

processes in general are represented and carried out. 

From a constructivistic standpoint, as Barriga puts it, “the classroom”, rather than 

referring to a set of physical resources, is an interactive system in which a number of 

communicational transactions take place. This system creates a particular work 

environment for learning, determined by a set of organization and participation rules. 

This environment is called “learning environment”. [1] 

2.1 Educational Methodologies 

Educational methodologies are related to the environment in which the teaching 

and learning processes occur. They define the use of media and educational resources, 

and they determine the actions that are carried out by the agents in the process – 

students, trainers, coordinators. [2] 

Bates explains that the educational methodology can change based on the amount 

of e-learning involved in the process. In on-site education, students share the same 

physical space at the same time, and learning occurs in a synchronous manner in the 

same place. This type of education is the one that has evolved the most given the 

history of education itself. 

“E-learning is a convenient term to cover a wide range of uses of technology in 

teaching and learning. This includes both administrative and academic uses of 

information and communication technologies that support learning.”[3] 

As the use of e-learning increases in the different educational methodologies, two 

new terms are coined: b-learning and distributed learning. 
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González defines b-learning (hybrid or combined learning) as a methodology that 

combines on-site teaching with distance teaching, so that both learning experiences 

are essential to successfully achieve the learning goals. [4][5] 

By fully involving e-learning, distance learning is referenced, since it involves 

different types of communication.  

Some authors define distance education as follows: 

“Distance teaching is a two-way (multi-way) technological communication system, 

which can be a mass communication system, based on the systematic and joint action 

of didactic resources and the support of an organization and tutoring, which, 

physically away from the students, help them achieve independent (cooperative) 

learning.” [6] 

“Distance education is planned learning that normally occurs at a place other than 

where teaching is carried out, and it therefore requires special course design, 

instruction and communication techniques, be it through electronic media or other 

type of technology, as well as special organization.” [7] 

Similarly, Mena, Diez and Rodríguez describe distance education as an educational 

methodology that, acting most of the time as intermediary in the pedagogical 

relationship between educators and learners using different media and strategies, 

allows establishing a particular type of institutional presence beyond the traditional 

geographical and populational coverage, which helps overcome time- and space-

related issues. [8] 

Based on these definitions, distance education can nowadays be conceived as an 

educational process that establishes a pedagogical relationship between educators and 

students through different resources and strategies, the process being mediated by 

technologies. Teaching and learning environments support communication and 

exchange. 

2.2 Collaborative Learning 

Collaborative learning is a process in which students typically are in charge of 

designing the interaction structure and keeping control over the various decisions that 

affect their learning. 

“Collaborative learning is acquiring skills and attitudes as a result of group 

interaction.” [9] 

Gros (2000) adds that , in a collaborative process, the parts commit to learning 

something together. What is to be learned can only be achieved if group work is done 

collaboratively. The decision as to how to perform the task, what procedures to adopt, 

how to split the work, the tasks that need to be carried out is made by the group. 

Communications and negotiation are key in this process. [10] 

 

 

 

2.3 Collaborative Writing 
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Storch explains that the possibilities offered by group or pair work in relation to 

writing were limited either to the process of brainstorming or to the final review 

process (peer review). She highlights that some research works have shown that the 

peer review process was beneficial for participants in relation to their ability to 

consider other positions and for the development of both writing and analytical and 

critical abilities. However, the author also argues that the tendency to drive and study 

collaborative writing just as a review process among peers is deficient because it 

focuses on the product and disregards the writing process. [11] 

In the collaborative writing process, students should participate throughout the 

production process and share the responsibility for the structure, contents, and 

language aspects of a text. The advantages of co-authorship, rather than peer review, 

revolve around aspects such as the following:  

 

 Reflexive thinking is favored (especially if participants use mechanisms 

to defend or better explain their ideas); 

 Participants can go beyond spelling or grammar and tackle questions 

pertaining to discourse; and,  

 It may positively affect the knowledge that participants acquire about the 

language. 

3 Virtual Teaching and Learning Environments 

A Learning Management System (LMS) is an online software application that 

allows managing, distributing, monitoring, assessing and supporting various activities 

that were previously designed and programmed as part of a fully virtual training 

process (e-learning) or a partially on-site training process (b-learning), explains 

Cañellas Mayor. [12] 

 

3.1 Analysis of Virtual Teaching and Learning Environments 

 

    Some of the teaching and learning virtual environments that are used to study 

collaborative work activities are developed by free software communities, such as 

Moodle and Sakai, and some other are spaces developed by educational entities: 

Qoodle (National University of Quilmes, Argentina), AulasWeb (Presidency, 

National University of La Plata), and IDEAS (School of Computer Science, National 

University of La Plata).  

For each of the environments selected, the following was analyzed: their origin, 

their organization on the level of the system, available user roles, tools offered for 

creating and designing classrooms, availability of external tools in addition to those 

included natively. 

Then, the collaborative tools provided by each environment were analyzed.  

For example, the Database activity is typical of Moodle, but it is not present in 

Sakai or IDEAS. The forum is an activity that is provided by all environments, but 

with varying features. In Moodle, there are different types: General Use, Questions 

and Answers, Each Individual Proposes a Topic, Blog, and Simple Discussion. In 
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Sakai, there are no types, contributions can be moderated before they become visible, 

a topic is needed to start the forum or it will not be visible. Wiki activity is available 

in Moodle and Sakai – the former allows creating Wikis either collaboratively or 

individually, and it supports several formats (HTML, Creole, NWiki), while the latter 

does not have any remarkable feature. This resource is not available in IDEAS. 

 

3.2 Collaborative Work and Virtual Teaching and Learning Environments 

 

When the concept of collaborative learning is used in a virtual environment, the 

concept remains the same, but the conditions, and therefore the possibilities for using 

it, change drastically. A virtual environment offers tools that allow educators 

proposing and designing innovative activities to promote collaboration, 

communication and the production of knowledge, which increases the opportunities to 

learn and work as a team that are limited in on-site activities. [13] 

Barriga and Morales picked a selection of digital tools that allow collaborative 

learning in virtual environments: [14] 

 

 Chat 

 Blog 

 Wiki 

 Forum 

 Breakout rooms 

 Message board 

 Online conferences  

 Shared board 

 E-mail 

4 Development Context and Rationale  

The graduate dissertation is part of the research project “Technologies for 

Distributed Software Systems. Quality in Systems and Processes. ICT-mediated 

Educational Scenarios,” of the Computer Science Research Institute LIDI (III-LIDI) 

of the National University of La Plata, Argentina. It is considered for carrying out the 

training experience for educators held at the Department of Distance Education and 

Technologies of the UNLP. For a while now, there has been a lack of activities 

oriented to collaborative work in the proposals for courses using the tools provided by 

the AulasWeb environment (owned by the Department of Distance Education and 

Technologies and based on Moodle). 

To analyze collaborative work tools available in virtual teaching and learning 

environments in more detail, an anonymous survey was conducted. This survey 

included open questions to collect as much information as possible. These surveys 

were distributed among educators and coordinators of virtual classrooms of the 

National University of La Plata, and they were aimed at obtaining information about 

their work with environments from the perspective of not only usability, but also as 

educators (interacting with students and materials) and accompanying different 
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educational proposals of various educational levels (pre-graduate, graduate, post-

graduate, extension).  These surveys (54 in total) show that not everyone uses 

collaborative work tools and, in general, the tools that are most commonly used are 

forums and tasks.  

Educator surveys helped design and develop brief instructions that identify some 

pedagogical and didactic situations where collaborative work tools can be used. 

To analyze the answers provided by survey responders, the presence of 

collaborative tools in courses of the AulasWeb environment was reviewed. From the 

surveys completed by educators and classroom coordinators and the analysis made of 

collaborative activity use in courses, it can be assumed that educators face various 

issues when using collaborative work tools. 

 

 Some of the collaborative work activities have a certain degree of complexity 
as regards configuration, which causes educators to avoid using them. 

 Typically, educators do not try to make course activities more dynamic by 
including collaborative tasks. In general, they work with texts (file-type 
resources in AulasWeb), and the classroom becomes a “static” place where 

students download the document and work on the activity. This occurs for no 
real reason, both in extension classrooms and as in distance proposals. 

 Educators are willing to work with collaborative activities, but they do not 
redesign or reformulate their educational practices, i.e., they do not tailor 
them to use such collaborative activities. 

5 Tool Developed 

With the purpose of developing a flexible tool that can be easily incorporated to 

any Moodle environment, we decided to change the code to allow the addition of a 

virtual character that collaborates in the selection of Moodle activities and resources.  

Moodle's activity selector was used as starting point. On this selector's interface, 

the educator can see a list with all the activities and resources available in Moodle for 

addition to the classrooms. When one of these activities or resources is selected, a 

description of the tool is shown on the interface. From this selector, three 

functionalities branch out: 

 

 Organizing the activities selector in three sections: 

 

o Collaborative Work Activities (Database, Chat, Forum, Glossary, 

Workshop, Task, Wiki, and other external tools such as VPL and 

BigBlueButton). 

o Other Activities (Query, Questionnaire, External Tool, Lesson, 

SCORM Package). 

o Resources (File, Folder, Label, Book, Page, URL). 

 

 For each collaborative work activity, offering pedagogical help in relation to 

the educational situations in which the resource could be used. 
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 Offering an assistant that allows playing an audio file of the contents of the 

Help and seeing a practical example showing how to use the activity 

selected. 

 

To continue our work on this tool, pedagogical instructions were added for each 

activity (Query, Questionnaire, External Tool, Lesson, SCORM Package) and 

resource (File, Folder, Label, Book, Page, URL) in the AulasWeb environment, 

which is based on Moodle. The virtual assistant was also included, with its already-

developed functionalities: instruction playback and showing an example of the 

selected activity/resource. 

 

5.1 Virtual Character 

 

     A virtual character was created using the Pocoyize5 application available at the 

“Pocoyó” website, which allows creating caricature avatars and download them free 

of charge (Fig. 1).  

     The addition of a character is an attempt to generating a strategy that can guide 

educators in understanding collaborative work activities. 

     In this case, we decided to work with a character that fills the role of a technology 

tutor that accompanies students while they learn and helps them understand and use 

the technologies involved in the virtual classroom. 

     Characters are created based on a set of “personal features”, in addition to a 

scenario, a history and one or more objectives.  According to Rib Davis, the 

ingredients needed to build a character are those that result from an individual and 

that make each person different from the rest. Even though Rib describes how to 

create characters for theater, cinema and literature, the elements used for creating 

these can be adapted to the creation of virtual characters. [15][16] 

In order to create a character, three aspects have to be considered: 

1. How is the character when it is born (due to genetics and its environment)? 

2. How does the character change and evolve through learning and 

experience? 

3. How is the character now? 

 
Fig. 1. Manu, our technology tutor 

                                                           
5http://www.pocoyo.com/pocoyizador 
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6 First experience  

The modified version of the activities selector that we developed was installed and 

used in the server where the AulasWeb environment (based on Moodle) of the 

Department of Distance Education and Technologies of the UNLP resides.  

The Assistant was pilot-tested in the course “Introduction to the Use of Moodle-

Supported Virtual Environments of the UNLP (AulasWeb – Cavila – External 

Courses)”. The objective of the course is to help educators become familiar with basic 

concepts that will allow them implementing their courses and get closer to the basic 

edition of the virtual classroom tools offered by Moodle. The course was a b-learning 

course, it had a duration of 5 weeks with two 150-minute, on-site meetings that were 

organized as workshops using the tools available in Moodle. The course was carried 

out in 2015. The participants were 18 educators from the various academic units of 

the UNLP. 

The course proposes the creation and design of a virtual classroom using as 

reference the educational proposal of the subject to which course participants belong. 

Students had to read help documentation and guidelines designed for the collaborative 

work activities, as well as use the Assistant to watch some use examples for the tools. 

A survey was carried out, designed as an online form created with Google Drive, 

aimed at establishing the acceptance level of the prototype in the AulasWeb 

environment and receiving feedback, suggestions and ideas for improvement that can 

potentially be added to our development. Two of the questions in that survey stand 

out: 

The first question, Did you use the available instruction documents as help to 

design educational practices that involve collaborative work activities? was answered 

affirmatively by all participants. This indicates that they used the help offered by the 

tool to plan and understand the use of the tool from a more pedagogical perspective 

rather than focusing just on the technological aspects. 

The second question, What is your opinion in relation to available instructions?, 

follow-up question for the first question, showed several opinions, which were 

processed and grouped as percentages, including the verbatim comments of the 

educators: 

 Fifty per cent said: “They are useful and clear.” 

 Twenty-five per cent said: “They are very helpful, especially when you 

start working with the platform for the first time.” 

 Twelve per cent said: The information in the instructions is very good; it 

gives a general idea about each tool and examples to use it.” 

 Thirteen per cent said: “They are a good support tool for those of us 

who are not entirely familiar with the system.” 

7 Conclusions  

Different Virtual Teaching and Learning Environments were reviewed. The 

different LMSs used, both at the National University of La Plata and other 

universities, such as Sakai and Qoodle, were also analyzed. The comparative review 
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of tools in general and collaborative work tools in particular allowed creating 

appropriate sets of instructions for the character, taking into account the strengths and 

weaknesses of use instructions for each of the tools.  

A tool that helps create, design, use and include collaborative activities in the 

educational proposals that educators implement for their courses was developed. 

The first experience with the tool shows good results, both in relation to 

understanding collaborative work activities from a pedagogical perspective, as well as 

from a technological point of view. Educators were in favor of having contextual help 

available, and they liked that this help included pedagogical indications. 

The examples provided by the Assistant are considered to be useful and clear, 

which matches the assumption we had in relation to the type of information offered 

by Moodle's help manual. They allow understanding and interpreting the help text and 

using the examples for designing educational proposals. 

The inclusion of a virtual assistant with a script involves going through a creative 

process that allows using various elements linked to multimedia, ranging from 

introducing the character, its background story and personality, to the procedures used 

for assisting in the use of collaborative activities. The addition of the audio channel 

was well received by educators, and it is a first attempt at improving accessibility for 

differently-abled individuals. 

A technological and pedagogical contribution was made to the Department of 

Distance Education and Technologies of the UNLP by adding the Assistant to the 

LMSs that are currently used: AulasWeb, CAVILA - UNLP and External Courses, all 

of them based on Moodle. 

8 Future Work 

The following improvements are planned for future implementation on the tool that 

was developed: 

 

 Distributing new surveys to assess impact on the teaching community and 

receiving feedback for improving the help and didactic suggestions available 

for each tool. 

 Adding new features to customize the assistant in relation to image based on 

educator preferences: changing its clothes, skin color, hair color and style, 

eyes, mouth, body, voice. 

 Adding new functions to Manu the Assistant:  

o Providing a FAQs space with automated answers. 

o Suggesting a list of external tools that can be included (embedded) within 

the AulasWeb environment. This list would consist of a brief description, 

a tutorial on use, and the link to the application web page. For instance, 

building online presentations (Prezi), designing interactive videos 

(Moovly), creating collages (Fotor - BeFunky), organizing time lines 

(Capzles), elaborating computer graphics (RAW), building label clouds 

(Tagxedo - Word it Out), developing collaborative walls (Padlet), 

building interactive images (Thinglink), etc. 
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Abstract. The following article proposes the use of Open Information 
Extraction Methods (OIE), in particular ClausIE, to automatically obtain 
characteristics from movie reviews. Within automatic summary generation and 
sentiment analysis frameworks, this approach is compared with other two in 
which manual steps are used to obtain the characteristics of a service or 
product. The obtained result shows that ClausIE can be used for the extraction 
of characteristics in a semi-automatic way. It requires a minimum manual 
intervention that is explained in the results section. 

Keywords. Sentiment analysis, characteristics extraction, knowledge 
extraction, semantic relations extraction, Open Information Extraction, natural 
language processing. 

1 Introduction 

The task of mining film reviews in order to obtain an automatically summary 
consists mainly in three tasks. The first task is to obtain the pair: characteristic-
opinion analyzing one by one the constituent sentences of the review. The second task 
is to identify the polarity (positive or negative) of each opinion. And the final task 
consist in building a structured list based on the characteristics and opinions found, 
calculating the polarity of each characteristic as the average polarity of all opinions in 
which each characteristic was found [1]. The present work focuses mainly on 
improving the first of the mentioned tasks, which is, the identification of 
characteristics and words that express opinions, but mainly in the identification of 
characteristics. 

Characteristics, also called aspects, are individual elements of a larger entity, each 
of which can be evaluated independently. For instance, a restaurant has the following 
characteristics: food, atmosphere, service and price. Even, if you know that you are 
talking about a particular restaurant which offers a particular dish such as: “fish tacos 
with French fries” this dish can be a characteristic. 
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The main difference between sentiment analysis on reviews and the automatic 
summary of reviews with sentiment analysis is that in the first case only the global 
polarity of given text (the review) is calculated, while in the second case the main 
characteristics are extracted from the text and then the polarity of each characteristic 
is calculated individually. 

Aspects play an important role in sentiment analysis because although it’s very 
valuable to have the general idea of an opinion, the review of aspects (individual 
characteristics) plays a fundamental role in the decision making process. A classic 
example is the review of a product, where often a single aspect is decisive for a user 
to decide to buy it (typically the price and/or the quality). 

The focus of this work is the extraction of characteristics. We sought an automatic 
solution based on the use of a method of Open Information Extraction. In particular, a 
solution based on ClausIE method [2] was proposed. 

1.1 Introduction to Open Information Extraction (OIE) 

Knowledge extraction is any technique which allows that an automated process 
analyze unstructured information sources, such as texts written in natural language 
and extract the embedded knowledge in order to represent it in a structured way, able 
to be manipulated in an automatic reasoning processes, for instance: a production rule 
or a subgraph in a semantic network. The information obtained as output of this type 
of process is called: piece of knowledge [3; 4]. 

In 2007 Michele Banko introduces a new concept in the field of knowledge 
extraction, which is called: Open Information Extraction (OIE). It is a paradigm of 
knowledge extraction where a computer system makes a single pass on the total 
unstructured information sources in natural language format (called corpus of 
documents) given as input and extracts a large set of relational tuples without 
requiring any kind of human participation. In the same work Banko presents a method 
called TEXT RUNNER, which is the first method that works within this new 
paradigm [5]. Since this work was published other methods of knowledge extraction 
were proposed under the paradigm that Banko called Open Information Extraction or 
just OIE.  

Semantic relation extraction methods that work in accordance with the OIE 
paradigm return a tuple for each semantic relation discovered. The tuple has the form 
(Entity 1, Relation, Entity 2), where entities are usually well-identified objects, 
persons, places, companies, dates, etc., and the relationship is the semantic 
relationship between the two entities, often factual information, such as “Who did 
what to whom”. To illustrate this, consider the following sentence: 

Albert Einstein, who was born in Ulm, has won the Nobel Prize. 

Extracting the relationships in the sentences and expressing them as a tuple in the 
form (Entity 1, Relation, Entity 2) should return the following: 

 (Albert Einstein, has won, the Nobel Prize) 
 (Albert Einstein, was born in, Ulm) 
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1.2 The selected method: ClausIE 

A documentary investigation was carried out in [6] over a few semantic relation 
extraction methods, which work in accordance with the Open Information Extraction 
paradigm and it was found that ClausIE was, according to its authors [2] the method 
that achieved a better precision. This assertion was tested in [7] where a partial 
publication was made of a comparative evaluation between ClausIE and other similar 
information extraction methods: ReVerb [8] and OLLIE [9]. A final version of the 
results is in the process of being published. But these results would be favorable to 
ClausIE, which is why this method was selected for this work. 

2 Related works 

Blair-Goldensohn and other used in [10] a hybrid method to extract the 
characteristics of the reviews, consisting in two methods: a dynamic method and a 
static extraction method. They searched for nouns or compound nouns, constituted by 
two or three words that appeared in some phrases that indicated a sentiment load 
(polarity) or phrases that matched with certain syntactic patterns that were possible 
indicators of an opinion. They found that the patterns were more accurate than the 
occurrence of nouns in phrases loaded with sentiments. The most productive pattern 
they had was looking for sequences of nouns that had an adjective immediately 
before, so they found, for instance, phrases like “...great fish tacos...”, in restaurant 
reviews. They included “fish tacos” as a characteristic, because this was a very 
common dish (a characteristic dish) for the restaurants evaluated in the reviews. 

For the second approach, the static method for characteristics extraction, they took 
1500 random sentences of hotels and restaurants reviews and they manually labeled 
them indicating the “coarse-grained” characteristics they found there. They called 
these characteristics “coarse-grained” because they are very general. They are the 
characteristics that can be found in any hotel or restaurant. These were not as specific 
as: “fish taco” (which is a “fine-grained” characteristic). The characteristics were the 
following: food, decor, service, and value for restaurants and rooms, location, dining, 
service, and value for hotels. They also included a category other, to label sentences 
that did not include any of the previous characteristics. Then they trained a classifier 
with the set of labeled cases. Finally they used the already trained classifier to detect 
aspects in any other sentences. 

In [1] was carried out an experiment similar to the proposed in this article. An 
automatic summary of IMDB films reviews was made, focused on finding opinions 
about the characteristics of a given film. The authors defined a film characteristic as 
an element (staging, music, etc.) or as people (director, actor, etc.) mentioned in an 
opinion. The authors manually defined a list of main characteristics (called 
characteristics of type element) that are relevant in a film and for the characteristics 
associated with people they used the full cast list as it is published in IMDB for a 
given film. 

The element-type characteristics selected manually were the following six: 
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 OA: general 
 ST: script 
 CH: character design 
 VP: visual effects 
 MS: sound and music effects 
 SE: special effects 

Each feature was associated with multiple keywords, for instance the characteristic 
script was associated to the different keywords: story, plot, script, storyline, dialogue, 
screenplay, ending, line, scene and tale. To obtain these keywords, they worked with 
a dataset of 1100 IMDB film reviews manually labeled. Then the keywords associated 
with a characteristic were obtained just filtering the most frequent words. 

3 Current problems 

Authors in [10] found a fundamental problem with the first approach, the dynamic 
method; the problem is that the found aspects are only fine-grained. It is not trivial to 
deduce that fish soup and lobster soup are part of a larger aspect that could be: soups, 
entrances or just food. 

About the second approach, the classifier achieved a fairly high precision. It 
obtained 86.9% for service and 90.3% for price in the case of restaurants. For hotels it 
achieved 83.9% of precision for service and 83.3% for price. The recall was little 
lower, it was between 54.5% and 69.7% for the mentioned cases. However, this 
method has the disadvantage of needing a set of cases manually labeled. 

The main problem associated with the work carried out in [1] is the need to know 
the set of relevant characteristics before generate the manual labeling. 

4 Proposed solution 

In order to elaborate experimental tests, a dataset of 2000 film reviews extracted 
from the IMDB site was used and hand-labeled in two sets: a group of 1000 positive 
reviews and another of 1000 negative reviews. The data set was originally created by 
Pang and Lee [11] to train a text classifier to perform tasks of sentiment analysis. 
Since then the dataset has been available on the web and has been used in other 
publications. 

4.1 Obtaining characteristics 

The semantic relation extraction method under OIE paradigm: ClausIE, was 
executed over the dataset. ClausIE returns for each semantic relation a tuple of the 
form: (Entity 1, Relation, Entity 2) where "Entity" is any syntactic element that refers 
to something concrete: a person, a place, a brand, etc. (although it can also be a date 
or another type of abstract entity), ClausIE uses an entity name detection algorithm 
for it (NER). It was surmised that the characteristics of a movie should be able to be 
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detected as entities. And in a fairly large corpus, these would be repeated with a 
higher frequency than other possible entities. At least the characteristics called fine-
grained [10]. 

The obtained semantic extractions were ordered by the number of times an initial 
“Entity” was repeated. Then the results were filtered to show only those that start with 
the article “the”, in this way we avoid listing pronouns and other frequently used 

words. The list obtained is shown in Table 1. 

Table 1. Repetitions of the first entity starting with "the" 

Entity 1 Repetitions 
the film 3538 
the movie 1637 
the story 683 
the plot 501 
the audience 396 
the script 387 
the characters 320 
the director 258 
the two 234 
the filmmakers 197 
the acting 192 
the actors 184 
the camera 147 
the world 143 
the dialogue 140 
the cast 128 
the man 123 
the ending 114 
the music 112 
the scenes 101 
the result 100 
the performances 99 
the special effects 99 

 
The list shown in Table 1 corresponds well with a list of characteristics (or 

keywords that indicate characteristics according to the nomenclature in [1]). 
However, the generation of this list required two manual steps, so its generation was 
not completely automatic. These steps were the following: 

 An arbitrary cut at 99 repetitions, we didn’t take more elements than those that 
appear up to 99 times. 

 Manual elimination of some entities that do not correspond to films characteristics: 
the two, the camera, the world, the man (marked in bold) 
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Comparing the generated word list, with the list of keywords characteristic that 
presented in [1], it is observed that there are 12 common words out of 38. However, in 
the list of Table 1 there are 8 high-frequency words that were not used in the work of 
Zhuang and others [1]. Finally, it should be noted that with the 12 common words 
found, the coarse-grained characteristics defined in [1] are all covered, although some 
groups have only one word. This is shown in Table 2. 

Table 2. Coarse-grained characteristics and their associated keywords in [1]. 

Characteristics Keywords 
OA film, movie 
ST story, plot, script, storyline, dialogue, screenplay, ending, line, 

scene, tale 
CH character, characterization, role 
VP scene, fight-scene, action-scene, action-sequence, set, battle-scene, 

picture, scenery, setting, visual-effects, color, background, image 
MS music, score, song, sound, soundtrack, theme 
SE special-effects, effect, CGI, SFX 
 
The 12 keywords in common are shown in bold. The other keywords found would 

belong to the coarse-grained characteristics OA and CH, according to the following 
list: 

 CH: acting, actors, cast, performances 
 OA: director,  audience, filmmakers, results 

4.2 Sentiment analysis of each characteristic 

For the following analysis, the list in Table 1 was taken as a list of characteristics 
(without counting the filtered words) because the goal of this article is obtaining 
features automatically. For each characteristic, a sentiment analysis task was 
performed using SentiWordnet 3.0 which is a sentiment lexicon [12]. 

We proceeded as follows: all the semantic extractions were recovered for a given 
review, then each extraction was joined in a single sentence concatenated "Entity 01" 
with "Relationship" with "Entity 02". And if any characteristic in the list appeared in 
the resulting sentence then it was evaluated using the SentIWordNet 3.0 lexicon. At 
last, according to the result of the polarity obtained, positive or negative, this 
characteristic was marked with a 1 (positive) or a -1 (negative) in a final result table. 

Finally, for each of the reviews with at least one characteristic, the values of the 
polarities of each characteristic were sum together in order to obtain a global result or 
polarity for the review. This last step was carried out in order to compare the analysis 
of the characteristics, which together should be identical to the global analysis, 
against the labeled polarity of the review. If the polarities don’t match, maybe the 
characteristics weren't representative of the film or maybe the calculation of the 
polarity of each characteristic was wrong. 

89



5 Results and Conclusions 

The overall precision for sentiment analysis (more specifically the obtaining of the 
polarity), using SentiWordNet 3.0 over the 2000 films reviews is 0.662; There are 
1324 reviews ranked correctly. This is the floor on which the characteristics analysis 
is based, a low floor, especially when comparing the obtained results against 
supervised classification methods such as those used by Pang and Lee [11]. 

Only in 1187 reviews was found at least one characteristic to analyze, which is 
equivalent to 59% of them. 

The sum of the positive and negative polarities of each of the characteristics, to 
obtain the global polarity of the review, gave a precision of 0.619, that is, 735 
correctly classified of 1187 (the ones that had at least one characteristic). Although it 
is a low number, it is close to the overall accuracy of SentiWordNet 3.0. On that same 
segment of reviews, the 1187 that have at least one characteristic, SentiWordNet 3.0 
obtained, working directly over the full text of the review, a precision of 0.666, which 
is a total of 790 correctly classified. 

However, the average precision obtained was greater than that calculated in [1], 
where the average precision of different pairs of characteristics-opinions for different 
films was calculated and the obtained value was: 0.483. Nevertheless, since the set of 
used reviews is different (the one used by the authors is not available) and the way of 
analyzing the polarity is different, the precisions are not directly comparable. It is 
cited only as a reference. 

Finally, the main positive result is the extraction almost automatically (with 
minimal manual intervention) of the characteristics of a product or service (in this 
case, films). The characteristics may not be exhaustive, when compared with those 
used in the work of Zhuang and others [1] but they are representative and 
undoubtedly used more frequently in the analyzed dataset. The sentiment analysis 
over individual characteristics does not improve the overall performance of the used 
method (in this case the sentiment lexicon SentiWordNet) but remains consistent with 
the precision of the method. 

6 Future research lines 

The revision and comparison of this approach with other extraction methods of 
automatic characteristics such as SABER [13] is a future work. 
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Abstract. Manycores are consolidating in HPC community as a way of
improving performance while keeping power efficiency. Knights Landing
is the recently released second generation of Intel Xeon Phi architec-
ture. While optimizing applications on CPUs, GPUs and first Xeon Phi’s
has been largely studied in the last years, the new features in Knights
Landing processors require the revision of programming and optimization
techniques for these devices. In this work, we selected the Floyd-Warshall
algorithm as a representative case study of graph and memory-bound ap-
plications. Starting from the default serial version, we show how data,
thread and compiler level optimizations help the parallel implementation
to reach 338 GFLOPS.

Keywords: Xeon Phi, Knights Landing, Floyd-Warshall

1 Introduction

The power consumption problem represents one of the major obstacles for Ex-
ascale systems design. As a consequence, the scientific community is searching
for different ways to improve power efficiency of High Performance Computing
(HPC) systems [8]. One recent trend to increase compute power and, at the
same time, limit power consumption of these systems lies in adding accelerators,
like NVIDIA/AMD graphic processing units (GPUs), or Intel Many Integrated
Core (MIC) co-processors. These manycore devices are capable of achieving bet-
ter FLOPS/Watt ratios than traditional CPUs. For example, the number of
Top500 [2] systems using accelerator technology grew from 54 in June 2013 to
91 in June 2017. In the same period, the number of systems based on accelerators
increased from 55 to 90 on the Green500 list [1].

Recently, Intel has presented the second generation of its MIC architecture
(branded Xeon Phi), codenamed Knigths Landing (KNL). Among the main dif-
ferences of KNL regarding its predecessor Knights Corner (KNC), we can find

⋆ Corresponding author
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the incorporation of AVX-512 extensions, a remarkable number of vector units
increment, a new on-package high-bandwidth memory (HBM) and the ability
to operate as a standalone processor. Even though optimizing applications on
CPUs, GPUs and KNC Xeon Phi’s has been largely studied in the last years, ac-
celerating applications on KNL processors is still a pending task due to its recent
commercialization. In that sense, the new features in KNL processors require the
revision of programming and optimization techniques for these devices.

In this work, we selected the Floyd-Warshall (FW) algorithm as a repre-
sentative case study of graph and memory-bound applications. This algorithm
finds the shortest paths between all pairs of vertices in a graph and occurs
in domains of communication networking [14], traffic routing [12], bioinformat-
ics [16], among others. FW is both computationally and spatially expensive since
it requires O(n3) operations and O(n2) memory space, where n is the number
of vertices in a graph. Starting from the default serial version, we show how
data, thread and compiler level optimizations help the parallel implementation
to reach 338 GFLOPS.

The rest of the present paper is organized as follows. Section 2 briefly in-
troduces the Intel Xeon Phi KNL architecture while Section 3 presents the FW
algorithm. Section 4 describes our implementation. In Section 5 we analyze per-
formance results while Section 6 discusses related works. Finally, Section 7 out-
lines conclusions and future lines of work.

2 Intel Xeon Phi Knights Landing

KNL is the second generation of the Intel Xeon Phi family and the first capable
of operating as a standalone processor. The KNL architecture is based on a set of
Tiles (up to 36) interconnected by a 2D mesh. Each Tile includes 2 cores based
on the out-of-order Intel’s Atom micro-architecture (4 threads per core), 2 Vector
Processing Units (VPUs) and a shared L2 cache of 1 MB. These VPUs not only
implement the new 512-bit AVX-512 ISA but they are also compatible with prior
vector ISA’s such as SSEx and AVXx. AVX-512 provides 512-bit SIMD support,
32 logical registers, 8 new mask registers for vector predication, and gather and
scatter instructions to support loading and storing sparse data. As each AVX-
512 instruction can perform 8 double-precision (DP) operations (8 FLOPS) or
16 single-precision (SP) operations (16 FLOPS), the peak performance is over
1.5 TFLOPS in DP and 3 TFLOPS in SP, more than two times higher than that
of the KNC. It is also more energy efficient than its predecessor [17].

Other significant feature of the KNL architecture is the inclusion of an in-
package HBM called MCDRAM. This special memory offers 3 operating modes:
Cache, Flat and Hybrid. In Cache mode, the MCDRAM is used like an L3
cache, caching data from the DDR4 level of memory. Even though application
code remains unchanged, the MCDRAM can suffer lower performance rates. In
Flat mode, the MCDRAM has a physical addressable space offering the highest
bandwidth and lowest latency. However, software modifications may be required
in order to use both the DDR and the MCDRAM in the same application.
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Finally, in the Hybrid mode, HBM is divided in two parts: one part in Cache
mode and one in Flat mode [5].

From a software perspective, KNL supports parallel programming models
used traditionally on HPC systems such as OpenMP or MPI. This fact represents
a strength of this platform since it simplifies code development and improves
portability over other alternatives based on accelerator specific programming
languages such as CUDA or OpenCL. However, to achieve high performance,
programmers should attend to:

– the efficient exploitation of the memory hierarchy, especially when handling
large datasets, and

– how to structure the computations to take advantage of the VPUs.

Automatic vectorization is obviously the easiest programming way to exploit
VPUs. However, in most cases the compiler is unable to generate SIMD binary
code since it can not detect free data dependences into loops. In that sense,
SIMD instructions are supported in KNL processors through the use of guided
compilation or hand-tuned codification with intrinsic instructions [17]. On one
hand, in guided vectorization, the programmer indicates the compiler (through
the insertion of tags) which loops are independent and their memory pattern ac-
cess. In this way, the compiler is able to generate SIMD binary code preserving
the program portability. On the other hand, intrinsic vectorization usually in-
volves rewriting most of the corresponding algorithm. The programmer gains in
control at the cost of losing portability. Moreover, this approach also suggests the
inhibition of other compiler loop-level optimizations. Nevertheless, it is the only
way to exploit parallelism in some applications with no regular access patterns
or loop data dependencies which can be hidden by recomputing techniques [6].

3 Floyd-Warshall Algorithm

The FW algorithm uses a dynamic programming approach to compute the all-
pairs shortest-paths problem on a directed graph [7, 20]. This algorithm takes
as input a N ×N distance matrix D, where Di,j is initialized with the original
distance from node i to node j. FW runs for N iterations and at k -th iteration it
evaluates all the possible paths between each pair of vertices from i to j through
the intermediate vertex k. As a result, FW produces an updated matrix D,
where Di,j now contains the shortest distance between nodes i and j. Besides,
an additional matrix P is generated when the reconstruction of the shortest path
is required. Pi,j contains the most recently added intermediate node between i
and j. Figure 1 exhibits the naive FW algorithm.

4 Implementation

In this section, we address the optimizations performed on the Intel Xeon Phi
KNL processor. First of all, we developed a serial implementation following the
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naive version described in Figure 1, as this implementation will work as base-
line. Next, we optimized the serial version considering data locality and data
level parallelism. Finally, we introduced thread level parallelism exploiting the
OpenMP programming model to obtain a multi-threaded implementation.

4.1 Data Locality

To improve data locality, the FW algorithm can be blocked [19]. Unfortunately,
the three loops can not be interchanged in free manner due to the data depen-
dencies from one iteration to the next in the k -loop (just i and j loops can be
done in any order). However, under certain conditions, the k -loop can be put
inside the i-loop and j -loop, making blocking possible. The distance matrix D
is partitioned into blocks of size BS × BS, so that there are (N/BS)2 blocks.
The computations involve R = N/BS rounds and each round is divided into
four phases based on the data dependency among the blocks:

1. Update the block k,k (Dk,k) because it is self-dependent.
2. Update the remaining blocks of the k -th row because each of these blocks

depends on itself and the previously computed Dk,k.
3. Update the remaining blocks of the k -th column because each of these blocks

depends on itself and the previously computed Dk,k.
4. Update the rest of the matrix blocks as each of them depends on the k -th

block of its row and the k -th block of its column.

In this way, we satisfy all dependencies from this algorithm. Figure 2 shows
a schematic representation of a round computation and the data dependences
among the blocks while Figure 3 presents the corresponding pseudo-code.

4.2 Data Level Parallelism

The innermost loop of FW BLOCK code block from Figure 3 is clearly the most
computationally expensive part of the algorithm. In that sense, this loop is the

Fig. 1: Naive Floyd-Warshall Algorithm

Fig. 2: Schematic representation
of the blocked Floyd-Warshall Al-
gorithm
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Fig. 3: Blocked Floyd-Warshall algorithm.

best candidate for vectorization. The loop body is composed of an if statement
that involves one addition, one comparison and (may be) two assign opera-
tions. Unfortunately, the compiler detects false dependencies in that loop and
is not able to generate SIMD binary code. For that reason, we have explored
two SIMD exploitation approaches: (1) guided vectorization through the usage
of the OpenMP 4.0 simd directive and (2) intrinsic vectorization employing the
AVX-512 extensions. The guided approach simply consists of inserting the simd
directive to the innermost loop of FW BLOCK code block (line 4). On the op-
posite sense, the intrinsic approach consists of rewriting the entire loop body.
Figures 4 and 5 show the pseudo-code for FW BLOCK implementation using
guided and manual vectorization, respectively. In order to accelerate SIMD com-
putation with 512-bit vectors, we have carefully managed the memory allocations
so that distance and path matrices are 64-byte aligned. In the guided approach,
this also requires adding the aligned clause to the simd directive.

4.3 Loop Unrolling

Loop unrolling is another optimization technique that helped us to improve the
code performance. Fully unrolling the innermost loop of FW BLOCK code block
was found to work well. Unrolling the i-loop of the same code block once was
also found to work well.

4.4 Thread Level Parallelism

To exploit parallelism across multiple cores, we have implemented a multi-
threaded version of FW algorithm based on OpenMP programming model. A
parallel construct is inserted before the loop of line 13 in Figure 3 to create a
parallel block. To respect data dependencies among the block computations, the
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Fig. 4: Pseudo-code for
FW BLOCK implementation
using guided vectorization

Fig. 5: Pseudo-code for FW BLOCK im-
plementation using intrinsic vectorization

work-sharing constructs must be carefully inserted. At each round, phase 1 must
be computed before the rest. So a single construct is inserted to enclose line 16.
Next, phases 2 and 3 must be computed before phase 4. As these blocks are
independent among them, a for directive is inserted before the loops of lines 18
and 22. Besides, a nowait clause is added to the phase 2 loop to alleviate the
thread idling. Finally, another for construct is inserted before the loop of line
26 to distribute the remaining blocks among the threads.

5 Experimental Results

5.1 Experimental Design

All tests have been performed on an Intel server running CentOS 7.2 equipped
with a Xeon Phi 7250 processor 68-core 1.40GHz (4 hw thread per core and
16GB MCDRAM memory) and 48GB main memory. The processor was run in
Flat memory mode and Quadrant cluster mode.

We have used Intel’s ICC compiler (version 17.0.1.132) with the -O3 opti-
mization level. To generate explicit AVX2 and AVX-512 instructions, we em-
ployed the -xAVX2 and -xMIC-AVX512 flags, respectively. Also, we used the
numactl utility to exploit MCDRAM memory (no source code modification is
required). Besides, different workloads were tested: N = {4096, 8192, 16384,
32768, 65536}.

5.2 Performance Results

First, we evaluated the performance improvements of the different optimiza-
tion techniques applied to the naive serial version, such as blocking (blocked),
data level parallelism (simd, simd (AVX2) and simd (AVX-512)), aligned access
(aligned) and loop unrolling (unrolled). Table 1 shows the execution time (in
seconds) of the different serial versions when N=4096. As it can be observed,
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Table 1: Execution time (in seconds) of the different optimization techniques
applied to the naive serial version when N=4096.

naive blocked simd simd (AVX2) simd (AVX-512) aligned unrolled

602.8 572.66 204.52 100.47 36.95 33.28 22.95

blocking optimization reduces execution time by 5%. Regarding the block size,
256 × 256 was found to work best. In the most memory demanding case of each
round (phase 4), four blocks are loaded into the cache (3 distance blocks and 1
path block). The four blocks requires 4 × 256 × 256 × 4 bytes = 1024 KB =
1MB, which is exactly the L2 cache size.

As stated in Section 4.2, the compiler is not able to generate SIMD binary
code by itself in the blocked version. Adding the corresponding simd constructs
to the blocked version reduced the execution time from 572.66 to 204.52 seconds,
which represents a speedup of 2.8×. However, AVX-512 instructions can perform
16 SP operations at the same time. After inspecting the code at assembly level,
we realized that the compiler generates SSEx instructions by default. As SSEx
can perform 4 SP operations at the same time, the 2.8× speedup has more sense
since not all the code can be vectorized. Next, we re-compiled the code including
the -xAVX2 and -xMIC-AVX512 flags to force the compiler to generate AVX2
and AVX-512 SIMD instructions, respectively. AVX2 extensions accelerated the
blocked version by a factor of 5.8× while AVX-512 instructions achieved an
speedup of 15.5×. So, it is clear that this application benefits from larger SIMD
width. In relation to the other optimization techniques employed, we have found
that the simd (AVX-512) implementation runs 1.11× faster when aligning mem-
ory accesses in AVX-512 computations (aligned). Additionally, applying the loop
unrolling optimization to the aligned version led to higher performance, gaining
a 1.45× speedup. In summary, we achieve a 26.3× speedup over the naive serial
version through the combination of the different optimizations described.

Taking the optimized serial version, we developed a multi-threaded imple-
mentation as described in Section 4.4. Figure 6 shows the performance (in terms
of GFLOPS) for the different affinity types used varying the number of threads
when N=8192. As expected, compact affinity produced the worst results since
it favours using all threads on a core before using other cores. Scatter and bal-
anced affinities presented similar performances improving the none counterpart.
As the KNL processor used in this study has all its cores in the same package,
scatter and balanced affinities distribute the threads in the same manner when
one thread per core is assigned. Regarding the number of threads, using a sin-
gle thread per core is enough to get maximal performance (except in compact
affinity). This behavior is opposed to the KNC generation where two or more
threads per core where required to achieve high performance. However, it should
not be a surprise since the KNL cores were designed to optimize single thread
performance including out-of-order pipelines and two VPUs per core.
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Fig. 6: Performance for the different affinity types used varying the number of
threads when N=8192.

It is important to remark that, unlike the optimized serial version, the parallel
implementation used a smaller block size since it delivered higher performance.
A smaller block size allowed a finer-grain workload distribution and decreased
thread idling, especially when the number of threads was larger than the number
of blocks in phases 2 and 3. Another reason to decrease block size was that the
L2 available space is now shared between the threads in a tile, contrary to the
single threaded case. In particular, BS=64 was found to work best.

Figure 7 illustrates performance evolution varying workload and MCDRAM
exploitation for the different vectorization approaches. For small workloads (N
= 8192), the performance improvement is little (∼1.1×). However, MCDRAM
memory presents remarkable speedups for greater workloads, even when the
dataset largely exceeds the MCDRAM size (N = 655536). In particular, MC-
DRAM exploitation achieves an average speedup of 9.8× and a maximum speedup
of 15.5×. In this way, we can see how MCDRAM usage is an efficient strategy
for bandwidth-sensitive applications.

In relation to the vectorization approach, we can appreciate that guided
vectorization leads to slightly better performance than the intrinsic counterpart,
running upto 1.03× faster. The best performances are 330 and 338 GFLOPS
for the intrinsic and guided versions, respectively. After analyzing the assembly
code, we realized that this difference is caused by the prefetching instructions
introduced by the compiler when guided vectorization is used. Unfortunately,
the compiler disables automatic prefetching when code is manually vectorized.
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Fig. 7: Performance evolution varying workload and the MCDRAM exploitation.

6 Related Works

Despite its recent commercialization, there are some works that evaluate KNL
processors. In that sense, we highlight [18] that presents a study of the per-
formance differences observed when using the three MCDRAM configurations
available in combination with the three possible memory access or cluster modes.
Also, Barnes et al. [3] discussed the lessons learned from optimizing a number
of different high-performance applications and kernels. Besides, Haidar et al. [9]
proposed and evaluated several optimization techniques for different matrix fac-
torizations methods on many-core systems.

Obtaining high-performance in graph algorithms is usually a difficult task
since they tend to suffer from irregular dependencies and large space require-
ments. Regarding FW algorithm, there are many works proposed to solve the
all-pairs shortest paths problem on different harwdare architectures. However,
to the best of the authors knowledge, there are no related works with KNL pro-
cessors. Han and Kang [10] demonstrated that exploiting SSE2 instructions led
to 2.3×-5.2× speedups over a blocked version. Bondhugula et al. [4] proposed
a tiled parallel implementation using Field Programmable Gate Arrays. In the
field of GPUs, we highlight the work of Katz and Kider [13], who proposed a
shared memory cache efficient implementation to handle graph sizes that are
inherently larger than the DRAM memory available on the device. Also, Mat-
sumoto et al. [15] presented a blocked algorithm for hybrid CPU-GPU systems
aimed to minimize host-device communication. Finally, Hou et al. [11] evaluated
different optimization techniques for Xeon Phi KNC coprocessor. Just as this
study, they found that blocking and vectorization are key aspects in this prob-
lem to achieve high performance. Also, guided vectorization led to better results
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than the manual approach, but with larger performance differences. Contrary
to this work, their implementation benefited from using more than one thread
per core. However, as stated before, there are significant architectural differences
between these platforms that support this behavior.

7 Conclusions

KNL is the second generation of Xeon Phi family and features new technolo-
gies in SIMD execution and memory access. In this paper, we have evaluated
a set of programming and optimization techniques for these processors taking
the FW algorithm as a representative case study of graph and memory-bound
applications. Among the main contributions of this research we can summarize:

– Blocking technique not only improved performance but also allowed us to
apply a coarse-grain workload distribution in the parallel implementation.

– SIMD exploitation was crucial to achieve top performance. In particular,
the serial version run 2.9×, 6× and 15.5× faster using the SSE, AVX2 and
AVX-512 extensions, respectively.

– Aligning memory accesses and loop unrolling also showed significant speedups.
– A single thread per core was enough to get maximal performance. In addi-

tion, scatter and balanced affinities provided extra performance.
– Besides keeping portability, guided vectorization led to slightly better per-

formance than the intrinsic counterpart, running upto 1.03× faster.
– MCDRAM usage demonstrated to be an efficient strategy to tolerate high-

bandwidth demands with practically null programmer intervention, even
when the dataset largely exceeded the MCDRAM size. In particular, it pro-
duced an average speedup of 9.8× and a maximum speedup of 15.5×

As future work, we consider evaluating programming and optimization tech-
niques in other cluster and memory modes as a way to extract more performance.
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Abstract. This paper presents a benchmark development and the anal-
ysis of communication times in a CAN (Controller Area Network) bus.
Preemptive and fixed priority scheduling is taken as departure point for
the initial experiments and analysis. This method would be adapted for
programming CAN messages without preemption of the shared com-
munications channel. It is also complemented by a specific priority as-
signment algorithm, suitable for non-preemptive systems. A real CAN
network is used for the experiments, and results are analyzed from the
point of view of real-time performance and CAN specification. We have
found well known, deterministic, and correct performance communica-
tion times. Messages and signals are delivered within deadlines, a funda-
mental requirement for a real-time system.

Keywords: CAN Bus Implementation, Real-Time Experiments, Instru-
mentation and Monitoring, Real-Time Schedulability

1 Introduction

The initial development of a CAN time analysis is based on [6], which defines a
preemptive and fixed priority task scheduling (mainly) for single-processor sys-
tems. This method is adapted for the programming of CAN messages and sev-
eral enhancements defined in [2]. Basically, an optimal prioritization algorithm
introduced in [1] is applicable to non-proprietary systems. Enhancements and
optimizations can be experimentally verified (at least in part) by building a real
CAN network where specific communication time measurements can be made.
Time measurements/sampling can be then used for evaluating the fulfillment of
CAN real time requirements.

A CAN bus is arbitrated using priorities, and once the bus access is obtained,
the message is transmitted in full. Thus, the bus appropriative policy prevents
another message from gaining access to the bus while a message is being trans-
mitted. The priority inversion problem allowed by the CAN apropriativeness
should be addressed. Regardless of priority inversion, every message has its own

? Comisión de Investigaciones Cient́ıficas, Prov. de Bs. As., corresponding author
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deadline, and the bus arbitration will impose some delay that should be mini-
mized in order to avoid real-time deadline violations. This work will be focused
on the behavior of the Data Frames transmission of the CAN standard.

Messages in the CAN bus are handled by controllers, and a single controller
may handle several CAN nodes. Also, each controller implements the bus arbi-
tration while it maintains a queue of pending messages. The controller queue is
managed according to fixed priority and non-preemptive scheduling. Controllers
are synchronized at the start of a message with the clock of the sending node
(rising edge). A transmission is allowed to start after the bus is idle for a 3-bit
(interframe) period. A controller begins to transmit with a dominant bit (“’0”),
which causes the rest of the controllers to synchronize with the rising edge of
this bit and become receivers. Any message that is ready to be transmitted must
wait for another arbitration cycle to start when the bus is again idle. The CAN
protocol requires the transmitter to insert a bit with opposite polarity every 5
bits of the same polarity, a technique known as “bit stuffing”. Thus, a stuffing
bit may be added every 4 bits of the message. Taking into account the message
bit length, mbl, the constant number of bits k needed for the node identification,
the maximum number of bits added for stuffing, and the bit transmission time,
τbit, the maximum transmission time of the message would be given by Mtm in
(1).

Mtm =

(
mbl + k +

⌊
mbl + k − 1

4

⌋)
τbit (1)

2 Waiting, Errors, and Maximum Time

Given a specific application or experiment, the message types are predefined,
i.e. each message m has a unique and fixed identifier and priority. Messages are
queued in controllers by a software routine. Message queueing needs a run time
between 0 and Jm, known as queuing the message jitter, and is inherited from
the response time of the task, including the delay by polling [6]. The message
time period Tm is considered for events that trigger the message queueing. There
are three types of events associated with Tm: a) Events with exact period Tm,
b) Events that occur sporadically with a minimum separation time Tm, and c)
Events that occur only when the system starts. Each message has a hard deadline
Dm, the maximum time from the initial event that generates the message to be
queued to the actual message arrival at destination.

The worst case for response time Rm of a message can be defined as the
longest time since the start event occurs until the message begins to be received
by the node/s that require it. A message can be called “schedulable” if and only
if its worst case response time is less than or equal to Dm: Rm ≤ Dm. The whole
system is “schedulable” if and only if all the messages are schedulable. Rm is
basically the aggregation of: 1) The delay time Wm (also called Window time),
which is the longest message waiting time in the CAN controller, and 2) The
worst message transmission time, Mtm. In turn, Wm is a function of: 1) Blocking
time, Bm, given by messages of lower priority in the transmission process, and
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2) Interference time, where a message with higher priority is transmitted earlier
than m. The message blocking time can be calculated as Bm = max(Ck) with
k ∈ lp(m), and lp(m) is the set of messages with lower priority than m. The
interference time is closely related to the concept of “busy period” introduced
in [5], where a busy period of level i is defined as the time interval [a, b] within
which the tasks with priority i or greater are processed within this interval and
there are no tasks with priority i in the intervals (a − t, a) and (b, b + t) with
t > 0. Adapting this definition to the CAN protocol, we have a busy period of
priority m. The period starts at a time Ts where a message of priority m or
greater is queued to transmit, and there are no queued messages of priority m
or greater than m. It is a continuous interval of time, during which any priority
message less than m is not transmitted. Finally, the period ends at time Te,
when the bus becomes ready for the next transmission and arbitration cycle and
there are no messages with priority greater than m.

The key characteristic of the busy period is that all messages of priority m
or higher are transmitted within the period. In mathematical terms, the busy
periods can be seen as intervals [Ts, Te). Furthermore, the end of a busy period
may coincide with the beginning of another busy period [5]. The busy period
elapsed time can be calculated as the maximum of tn+1

m given in equation 2,
where gep(m) is the set of messages with priority greater than or equal to m,
and f(tnm, tj) is the function that combines tnm with the times related to message
j: Jj (jitter) and Tj (time period).

tn+1
m = Bm +

∑
j∈gep(m)

⌈
f(tnm, trj

⌉
Cj (2)

The busy period time given by the recurrence in equation 2 monotonically grows
from Bm up to one of the following values: a) tnm +Cm > Dm, which makes the
message non-schedulable or unschedulable, or b) tn+1

m = tnm, where the worst
response time of the first instance of the message is reached in the busy period
determined by tnm + Cm

Errors and their related recovery times have to be taken into account when
dealing with noisy environments. Each controller detecting an error starts a
recovery process by transmitting an error signal. The resynchronization process
takes at least 29 bit transmission times. Furthermore, resynchronization is only
the first step of the error recovery process. Other tasks (and their corresponding
times) involved in the recovery process are those required to the retransmission of
the message affected by errors. The equation including errors and their associated
times in noisy environments is given in equation 3, where Em involves at least the
29-bit resynchronization and message retransmission, which is usually considered
in the analysis as the worst case overhead time as given in equation 4.

tm = Bm + Em +
∑

j∈gep(m)

⌈
f(tnm, trj

⌉
Cj (3)

Overm = max
j∈gep(m)

(Cj) + 29τbit (4)
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There are other details (and their corresponding times) involved in dealing with
errors, but the current work is focused on the basic analysis of CAN bus messages
and delay times. Thus, we will focus on a real CAN network and experimentation
in the next section without taking into account errors and error recovery time/s.

3 Specific Benchmark

The Society of Automotive Engineers (SAE) provides a set of test data to eval-
uate communication technologies handling the seven different subsystems in an
electric car prototype [6]. Signal data details are used to show a case of “real”
use for the timing model of the previous section, with the 53 signals given by
the SAE and explained in [4]. The seven subsystems that generate signals in-
clude the brakes, the driver himself, the engine, etc. In total there are 53 signals,
characterized not only by the subsystem that generates them but by other im-
portant details, such as the amount of information bits, if they are periodic
or sporadic, jitter, etc. Every signal implies handling a message with specific
real-time latency/deadline.

The order in which the messages in a controller queue are transmitted will be
determined by their priorities, so priority definition will determine the schedu-
lability of a system with specific signal periods. Also, priority assignment will
be directly related to the robustness of the communication system when facing
errors. Priority assignment “by deadline” (deadline monotonic priority assign-
ment) is proposed in [6], i.e. those messages in the queue nearer their deadline
will be assigned greater priority. This priority assignment policy is optimal for
systems with preemptive and fixed priority task scheduling, assuming deadlines
are no longer than message periods. A non-optimal policy does not mean it is
useless, it actually means that another option should be chosen under (more)
critical times/deadlines. Table 1 shows an example similar to that found in [2]
in which an unschedulable system is generated by: a) assuming no jitter, 0 jitter
time, b) the channel is already being used by 1ms by a lower priority message,
LM, that gained access to the bus before messages M1, M2, and M3 arrive at the
controller, and c) deadline monotonic priority assignment. Given that priorities

Table 1. Timing Example

Message Period & Deadline Trans. time

LM N/A 1 ms
M1 3.0 ms 1.1 ms
M2 4.0 ms 1.1 ms
M3 4.5 ms 0.5 ms

assignment determine the order M1, M2, M3, if the channel is (already) busy
by 1ms, then messages M1 and M2 use the channel by a total amount of 2.2ms.
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Thus, while message M2 is being transmitted, a new instance of message M1,
is queued and this new instance is the one with highest priority. Then, while
the new instance of message M1 is being transmitted a new instance of message
M2 is queued, and message M3 is delayed beyond its deadline. The sequence of
messages in the channel would be

LM => M1, after 1ms => M2, after 2.1ms => M1’, after 3.2ms
because the channel is not initially preempted from the lower priority message/s
(represented by LM in the sequence above) and priorities are fixed and deter-
mined by deadline/s. However, if the order of messages is determined as M1, M3,
and M2 the worst response times are RM1 = 2.1ms, RM2 = 2.6ms, and RM3

= 3.7ms. Thus, this new priority assignment determines a schedulable system,
where response times Rm < Dm, ∀m. The new priority assignment imply the
following sequence of messages in the communication channel

LM => M1, after 1ms => M3, after 2.1ms => M2, after 2.6ms
and no new instances of messages M1 and M2 will generate any delay on message
M3. In this context, the priority assignment algorithm given in [1] is claimed to
be optimal in non-preemptive systems in [3]. In general, the algorithm given in
[1] is useful as long as the worst case of response time of a message: a) does not
depend on an ordering of the highest priority messages, and b) does not change
its length (it is not made longer, in particular) when having a higher priority.

The length of the delay queue and the length of the busy period do not depend
on a specific order of the high priority messages. The blocking time, Bm, can be
made longer by changing the priority, but at the same time the interference is
decreased. The priority assignment algorithm given in [1] performs a maximum
of n(n − 1)/2 evaluations for n messages, and guarantees message scheduling
when possible. It should be borne in mind that the algorithm does not specify
an order in which messages should be analyzed at each priority level. This order
greatly influences the priority assignment if there is more than one scheduling,
and a poor choice of initial order may result in a non-optimal scheduling.

Given a set of CAN messages, it is possible to assign the corresponding
priorities by following a sequence of simple steps

1. Define the message characteristics: size, identifier, bus speed, etc.
2. Sort messages by some criterion, whether those given in [6] or [1].
3. Apply the timing model to each message. Usually, it is possible to analyze

the minimum transmission rate at which the system is schedulable.

In the case of the SAE signals and data, the “D - J” method given in [6] will be
used as a guide, in which higher priority is assigned to signals with lower waiting
time, (that is, a smaller D - J value, being D and J Deadline time and Waiting
time, respectively). Once signals have their priorities, it is possible to analize
the system’s schedulability with the timing model given above and considering
the data rate of the communication channel. Besides, the channel utilization is
may be enhanced with a technique referred to as “piggyback”. Basically, the
piggyback technique takes advantage of periodic signals that can be grouped in
a single message. Table 2 shows the first 10 signals defined by the SAE, all of
them of a single-byte periodic signals with deadline time (D) equal to period
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(P), and jitter time given as J, where it is possible to identify 4 signals with
the same period from the same source. More specifically, signals 1, 2, 4, and 6
from the Battery subsystem are sent every 100 ms. Instead of sending 4 one-byte
messages, a single message is sent with 4 bytes using the piggyback technique.
Piggybacking reduces bus overhead of three messages. The transmission of a
data byte can require the transmission of up to 63 bits. This technique can be
extended to periodic signals that have different periods, as long as the minimum
time period is a divisor of the other period times. For example, signals 29, 30,
and 32 have the same source subsystem, with periods 10 ms, 10 ms, and 5 ms
respectively. Thus, every 2 messages of signal 32, the signals 29 and 30 can be
added to the same message with piggybacking.

Table 2. First 10 SAE Signals

#S Signal From D = P J

1 Hi&Lo Contactor Open/Close Battery 100 ms 0.6 ms
2 Brake Pressure, Line Battery 100 ms 0.7 ms
3 Processed Motor Speed Battery 1000 ms 1.0 ms
4 Torque Command Battery 100 ms 0.8 ms
5 Brake Pressure, Master Cylinder Battery 1000 ms 1.1 ms
6 Accelerator Position Battery 100 ms 0.9 ms
7 Torque Measured Driver 5 ms 0.1 ms
8 Transaction Clutch Line Pressure Brakes 5 ms 0.1 ms
9 Clutch Pressure Control Brakes 5 ms 0.2 ms
10 High Contactor Control Trans 100 ms 0.2 ms

The piggyback technique can also be applied to sporadic signals. These sig-
nals can be sent in a “server” message where the station sending the message
checks for the occurrence of the sporadic signal before queuing the message.
With this approach, a sporadic signal can be delayed no longer than the polling
period time, plus the worst latency time of the “server” message. For a message
with deadline of 20 ms, a server message with a 15 ms polling period and 5 ms
worst case latency the technique would be good enough. Combining piggyback-
ing with “server” messages for the sporadic signals the SAE benchmark/system
is schedulable with a data rate of 125 Kb/s. Piggybacking provides most of the
optimization, making possible channel utilization below 100%.

4 Experiments on a Real CAN Network

Fig. 1-a) schematically shows the CAN network we built to validate the previous
analysis in a real network, specifically for experimentation. Real-time generation
signals/messages generation is achieved by using Arduino development cards
(UNO and Mega). Fig. 1-b) shows several runtime network data, in particular the
Arduino output with timestamped events. The timestamped events are received
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in the PC at runtime from the Arduino Mega. Data shown on the screen is only
for visual monitoring, the real-time and precise timing calculations are made in
a spreadsheet after each specific experiment.

Fig. 2 follows the same construction scheme of the experimental CAN net-
work, including the Kinetis K70 development card. The Kinetis K70 includes a
CAN interface, so it was immediately available to interoperate with the Arduino-
based CAN network.

 

a)                                     b) 

  Signal Data

  Signals to CAN Bus

   Timestamp Events

 CAN Controller

  Arduino UNO 
+ TFT

 CAN Data sink/recv

  

 Serial Port

   csv Data

 CAN Bus

Fig. 1. CAN Network: Schematic and Monitoring

Fig. 2. CAN Network Including a Kinetis K70 Node

Although the data presented in Table 3 corresponds to a very short elapsed
time of the experiments it is possible to verify that messages in the real network
are sent sequentially, each one adding its transmission time to the waiting time of
the next messages to be transmitted. Thus, it resembles the incremental sequence
of message times as in equation 2 of the timing model given in a previous section.
Experimentation on the real network allows us to verify that:
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– The timing model is accurate in the sense that it represents the actual be-
havior of a real network, i.e. there is a busy period in which messages with
low priority have to wait for a message with high priority, implying mono-
tonically increasing waiting times.

– The actual writing time of a specific sequence of messages, where the waiting
time is not always the maximum possible, because messages are delivered as
soon as the communication channel is available.

Table 3. Timing Measurements in a Real CAN Network

0 1 2 3 4 5 6 7 8 9

0 2.576 0 0 0 0 0 0 0 0 0
1 2.579 0 0 0 0 0 0 0 0 0
2 2.584 0 0 0 0 0 0 0 0 0
3 0 2.66 0 0 0 0 0 0 0 0
4 0 0 5.248 0 0 0 0 0 0 0
5 0 0 0 7.84 0 0 0 0 0 0
6 0 0 0 0 10.432 0 0 0 0 0
7 0 0 0 0 0 13.27 0 0 0 0
8 0 0 0 0 0 0 15.564 0 0 0
9 0 0 0 0 0 0 0 18.163 0 0

10 0 0 0 0 0 0 0 0 0 20.752

Fig. 3 shows the sequence of message arrivals to the CAN controller, and
waiting times calculated from the measurements taken in the real CAN network
while processing the SAE benchmark data. As schematically shown in Fig. 1, the
Arduino UNO generated the signal data (those defined by the SAE benchmark),
which the Arduino Mega handles for

– Message transmission to the CAN Bus, i.e. queueing and the real transmis-
sion.

– Message time instrumentation and monitoring, i.e. timestamping events and
sending monitoring data to an external data analizer (a PC in this case).

Each vertical bar in Fig. 3 identifies a particular message or message instance
(where the signal type is identified by a color or gray level) numbering them
from 0 onwards (on the x-axis). The height of each bar is directly proportional
to the message elapsed time from the event of reaching the CAN controller until
it is received at destination. Looking in detail at the first 10 bars of Fig. 3, it is
possible to identify that:

– The CAN messages 0 to 2 belong to the same signal, 0, which has a period
of 30 ms, so the sender can send the 3 messages before the arrival of signal
1, which has a period of 100ms.
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– After sending the first 3 messages, in the same instant (at 100ms) data from
signals 1 to 8 arrive. These all enter at the same time, so there are incremental
times of messages 3 to 10 in the graph, depending on the CAN behavior:
messages are sent taking into account the corresponding priorities.

– Messages that arrived at the same instant are sent in less than 30ms and
then a new message of signal 0 arrives. It is important to note that none of
the messages had a latency higher than the worst time previously calculated
with the timing model. Thus, it can be said that the model, as well as its
implementation have been successfully tested.

Fig. 3. Busy Periods in the CAN Network

5 Conclusions and Further Work

It has been possible to carry out the experimental corroboration of the timing
model analysis proposed in previous works regarding latency and response times
in the transmission of messages using the CAN protocol. The mathematical
representation of each of the phenomena present on the bus has been analyzed
with a set of signals of a hypothetical system, based on the SAE benchmark. This
approach has been extensively used by automobile and machinery manufacturers
when considering their CAN-based systems. Thus the analysis in this work is
useful in itself and allows for new research and approaches. A real CAN network
has been implemented and validated, building not only the hardware on which to
carry out the experimentation but also including the necessary instrumentation
for the collection of data to verify with the mathematical model.

As part of the future work, a careful study should be considered to increase
the experimentation hardware environment, mainly in terms of having a CAN
network closer to the real ones regarding the number of controllers. Analogously,
the bus bandwidth and the number of message sources (types of signals involved)
that each CAN controller must handle when accessing the CAN bus must be
carefully determined.

111



References

1. Audsley, N.: Optimal priority assignment and feasibility of static priority tasks with
arbitrary start times (1991)

2. Davis, R.I., Burns, A., Bril, R.J., Lukkien, J.J.: Controller area network (can)
schedulability analysis: Refuted, revisited and revised. Real-Time Systems 35(3),
239–272 (Apr 2007), https://doi.org/10.1007/s11241-007-9012-7

3. George, L., Rivierre, N., Spuri, M.: Preemptive and Non-Preemptive Real-
Time UniProcessor Scheduling. Research Report RR-2966, INRIA (1996),
https://hal.inria.fr/inria-00073732, projet REFLECS

4. Kopetz, H.: A solution to an automotive control system benchmark. In: 1994 Pro-
ceedings Real-Time Systems Symposium. pp. 154–158 (Dec 1994)

5. Lehoczky, J.P.: Fixed priority scheduling of periodic task sets with arbitrary dead-
lines. In: [1990] Proceedings 11th Real-Time Systems Symposium. pp. 201–209 (Dec
1990)

6. Tindell, K., Burns, A., Wellings, A.: Calculating controller area network (can)
message response times. Control Engineering Practice 3(8), 1163 – 1169 (1995),
http://www.sciencedirect.com/science/article/pii/0967066195001128

112



Deep Neural Networks for Shimmer
Approximation in Synthesized Audio Signal
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Abstract. Shimmer is a classical acoustic measure of the amplitude
perturbation in a signal. This kind of variation in the human voice allows
to characterize some properties, not only of the voice itself, but of the
person who speaks. During the last years deep learning techniques have
become the state of the art for recognition tasks on the voice. In this work
the relationship between shimmer and deep neural networks is analyzed.
A deep learning model is created. It is able to approximate shimmer value
of a simple synthesized audio signal (stationary and without formants)
taking the spectrogram as input feature. It is concluded firstly, that for
this kind of synthesized signal, a neural network like the one we proposed
can approximate shimmer, and secondly, that the convolution layers can
be designed in order to preserve the information of shimmer and transmit
it to the following layers.

Keywords: shimmer, voice quality, deep learning, deep neural network,
convolutional neural network

1 Introduction

Shimmer is a classical acoustic measure of the amplitude perturbation of a signal.
This kind of variations in the human voice allows to characterize some properties,
not only of the voice itself, but on the person who speaks [1].

Shimmer value is associated to voice quality [2–7], state of mind [8–13], age
[14] and gender [15] of people. There are many research works that use shimmer
(among other measures) with goals ranging from pathologies detection [6, 16, 17]
to the improvement of human-machine interfaces through the estimation of the
intensionality of a spoken phrase [18]. Regarding synthesized voices, Yamasaki et
al. show in [19] that a certain shimmer level increases the degree of naturalness.

The application of deep learning techniques is the state of the art in au-
tomated audio analysis, with the detection of pronounced phonemes and the
identification of the person that speaks as main objectives [20–26], but also used
to detect emotions, age, gender, etc. [27–33].

Classifiers based on neural networks can be divided into two groups according
to the type of input features, those using previously calculated acoustic measures
[10, 14] and those using raw audio [22, 24, 25] or spectral data [21–23, 28–31, 34,
35]. In [26] a hybrid approach is applied by adding shimmer and other measures
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to improve the recognition achieved with spectral data. It is important to clarify,
for first group of classifiers, that shimmer calculation has a major complication,
it depends on the previous detection of the fundamental frequency (f0) of vocal
cords vibration. It is difficult to estimate f0 in pathological voices [36, 37]. The
estimation of the actual f0 value is still a research topic [36–40]. Regarding the
second group of classifiers, it is not possible to know whether the outputs are
influenced by the shimmer value of the signal.

1.1 Objectives

The objective of this work is to make an estimation of the shimmer value in
a synthesized audio signal through a neural model. The neural network must
combine convolutional layers and feed forward layers. The inputs of the neural
model will be the spectral values of the signal.

Main contributions of developing a neural network that estimates shimmer
from spectral features of an audio signal are, on the one hand, the procurement
of a f0 independent shimmer calculation method, and on the other, to answer the
question about the extent to which amplitude disturbances of the original audio
can influence the output of a deep learning model with raw audio or spectral
data input. In other words, how much shimmer information is preserved to the
last layers of the model.

1.2 Shimmer Calculation

There are different versions of shimmer. The most important difference between
them is the window size (number of f0 cycles) used for the calculation. Some
versions can be seen in [41].

Chosen version of shimmer for this work is the proposed by Klingholz and
Martin [42], also known as Relative Shimmer.

Relative Shimmer, hereinafter referred to as ”shimmer”, is a way of measuring
cycle-to-cycle amplitude perturbations of the fundamental frequency of a signal.
It is shown as a perturbation/total amplitude relation.

shimmer =
1

N−1

PN−1
i=1 |Ai −Ai+1|

1
N

PN
i=1 |Ai|

(1)

where N is the number of periods of f0 in the signal and Ai is the maximum
amplitude into i period.

2 Methods and Materials

2.1 Neural Models

Deep learning models with ascending complexity were generated for problems
of shimmer approximation. First, shimmer was approximated for f0 variable, k
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constant and fmod constant. Then, shimmer was approximated for f0 variable, k
variable, and fmod constant. Finally, a model was found to approximate shimmer
with f0, k and fmod variable.

In all cases, spectral audio data (instead of raw audio) were used as input
features. There are two reasons, the improvement of training performance due
the dimension reduction, and the similarity with human auditory system, where
spectral decomposition is performed in the basilar membrane of the cochlea and
not by the neurons in auditory cortex [43].

2.2 Data

Audio. Audio data without harmonics was generated. As in [1] the amplitude
modulation of human voice was approximated by a sinusoidal wave. The expres-
sion of each audio signal y(t) was:

y(t) =
1

1 + k
sin(α+ 2tπf0)(1 + k sin(β + 2tπfmod)) (2)

where t is time [sec], f0 is the frequency of vocal fold vibration [Hz], fmod

is the modulatory frequency [Hz], k is the constant of the amplitude modulator
sensibility, α and β are constant to handle the phase of the signal to be modulated
and the modulating signal respectively.

For training, test and validation data generation, random values were taken
with uniform distribution. f0 got values in [200, 1000] Hz range, fmod in [5, 10] Hz,
k in [0, 0.4], α and β in [0, 2π].

250 ms of audio generated with f0 = 200 Hz, fmod = 8 Hz and k = 0.4. are
shown in Fig. 1.

Fig. 1. Generated audio for f0 = 200 Hz, fmod = 8 Hz and k = 0.4
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Training data. Three datasets were created to train each model, a training
dataset with 2500 elements, a testing dataset with 500 elements and a validation
dataset with 500 elements. Each element is composed by shimmer (Eq.(1)) value
to be estimated and the spectrogram of generated audio.

Due to the fact that f0 is known at the time of audio generation, shimmer
value can be accurately calculated.

The spectrogram is calculated on 2 seconds of 44100 samples/sec audio. A
Tukey(0.25) window of width = 256 was used, which determines a 129 x 393
(frequency/time) shape structure that contains the signal spectral density.

Fig. 2 shows values of the second, third and fourth rows (index 1 to 3) of the
spectrogram of signal in Fig. 1.

Spectrograms data and shimmer data were scaled into the range [0,1].

Fig. 2. Three rows with higher average value of Power Spectral Density (PSD) in
spectrogram of audio generated with f0 = 200 Hz, fmod = 8 Hz and k = 0.4

3 Results

An initial analysis was performed with f0, fmod and k known data. It was found
that a neural network with dense connections is able to calculate shimmer value
with high precision if it gets f0, fmod and k as input features. Optimal structure
of this network was empirically found. This is a three layer network, two layers
of 20 neurons with tanh() activation function and a linear neuron as output. In
next models, convolution layers are used at the initial part of the network, and
then, dense layers with 20, 20 and 1 neurons. The function of convolution layers
is to calculate f0, fmod and k values in order to dense layers calculate shimmer.
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It was noted that only the first 15 rows of the spectrogram (lower frequencies)
would have significant information. Then, only for the scope proposed in this
work, the rest of the frequencies were deleted. Spectrogram shape changes from
129 x 393 to 15 x 393. This provides a important performance improvement.

3.1 Shimmer Approximation with f0 Variable

Without harmonics, f0 calculation from spectrogram is easy, it is enough to
obtain the energy average value weighted by the frequency that each spectrogram
row represents. As expected, a network such as Fig. 3, where each complete row
of the spectrogram is connected to one neuron of an Average pooling layer, is
able to perform the weighted average of frequencies and calculate the shimmer
value in densely connected layers. Tests were performed with f0 in [200, 1000] Hz
range, k = 0.4 and fmod = 8 Hz. A satisfactory approximation was achieved,
with a mean square error (MSE) < 10−4.

Fig. 3. Shimmer approximation model on signals with f0 in [200, 1000] Hz range,
fmod = 8 Hz and k = 0.4. Each neuron in the Average pooling layer has a com-
plete frequency of the spectrogram as its visual field. The activation function of hidden
dense layers neurons is tanh() and the output neuron is linear.

3.2 Shimmer Approximation with f0 and k Variable

The value of k inversely affects the area under the energy curve of the spectro-
gram. Therefore, information about k value can be obtained through the energy
average of the spectrogram. The model shown in previous section preserves the
necessary information to estimate the energy average. Tests were performed with
audio data for f0 in [200, 1000] Hz range, k in [0, 0.4] range and fmod = 8 Hz.
Results were satisfactory again. The model approximates shimmer with an MSE
< 10−4.
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3.3 Shimmer Approximation with f0, k and fmod Variable

For f0 in the range [200, 1000] Hz, k in the range [0, 0.4] and fmod in the range
[5, 10] Hz it was necessary to create a more complex model than the previous
one. Shimmer depends on the modulation frequency, so a new transformation is
necessary. The first one was the transformation from time domain to frequency
domain (spectrogram). The new (second) transformation is performed in a con-
volution layer at the initial part of the model (Fig. 4).

Fig. 4. Shimmer approximation model on signals with f0 in the range [200, 1000] Hz,
k in the range [0, 0.4] and fmod in the range [5, 10] Hz. The shape of convolutonal layer
windows is 1 x 40, strides 1 x 1. Convolutional layer has 10 sub-layers. The shape of
max pooling layer windows is 1 x 40, strides 1 x 40. The network finishes with three
dense layers of 20, 20 and 1 neurons.

Convolutional layer. Each convolution layer neuron is connected to spectro-
gram through a height = 1 and width = 40 window. Convolution is performed
on a single frequency (height = 1) in order to the f0 detail level needed in the
dense layers is not lost. 40-element width is the minimum required to hold a
cycle of min(fmod). The number of elements of the spectrogram per modulation
cycle (C) for a spectrogram of width Ws and an audio length L is:

C =
Ws

L×min(fmod)
=

393 elements

2 sec× 5 Hz
= 39.3 elements/cycle
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The window displacement in both directions is 1 step. This implies that
on the frequency dimension there is no overlap, and in time dimension there
are 39 overlapping elements between the windows of adjacent neurons. Finally,
according to these definitions, the shape of each convolution filter or sub-layer
is 15 x 354. The convolution layer consists of 10 sub-layers. This amount is a
compromise between performance and the detail level of fmod on the information
sent to dense layers. Neurons of this layer have linear activation function. Weights
are initialized with orthogonal random values. An attempt was made to initialize
them with wavelet families for sinusoidal waves between 5Hz y 10Hz, but no
improvement was achieved on the prediction accuracy.

Max pooling layer. The neurons in the max pooling layer have a 1 x 40 window
size on the convolutional layer. Again, height = 1 allows allows f0 information
be able to be transmitted to dense layers with no losing details. The 40-element
width extends the visual field of this layer neurons to 2 cycles of min(fmod) on
the spectrogram. In this way, the output value is invariant to the modulation
signal translations. There is no overlap between the windows, so the size of each
of the 10 sub-layers is 15 x 8 neurons.

The outputs of max pooling layer are connected to three layers with dense
connections equal to those of the previous model.

For this model, 20 training tests were performed. The size of training dataset
was 2500 elements. In all cases, results were compared with a test dataset (500
elements) during training and a validation dataset (500 elements) at the end.
The best result, with 150 training cycles, obtained a MSE = 5.8× 10−5 on the
test dataset. In Fig. 5 expected and calculated shimmer values are displayed in
ascending order for the 500 elements of test dataset.

Fig. 5. Normalized shimmer. Expected (line) vs. calculated (dots) for elements in test-
ing dataset (in ascending order of shimmer value).
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4 Conclusion

It was verified that, for simple audio signal modulated in amplitude by a si-
nusoidal wave, with variable parameters of fundamental frequency, modulating
frequency and modulation sensitivity, it is possible to obtain a neural model able
to approximate the value of shimmer.

Under the conditions established in this work, it is possible to calculate shim-
mer without knowing f0. Moreover, it can be affirmed that if the first layers of
a deep neural network respects the structure of the second presented model,
this neural network is able to use the value of shimmer, internally calculated, to
perform classifications and other approximations.

5 Future Works

It is planned to extend the analysis, first by expanding the ranges of f0 y fmod,
then adding harmonics and noise to the synthesized signals. Finally, it is planned
to analyze the behavior of deep learning models for shimmer calculation on
natural voices.
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Abstract. There is consensus as regards the fact that group strategies and group 
building processes are a significant aspect of knowledge for those who work 
collaboratively. The decision as to which indicators educators select and display 
when accompanying collaborative groups is a strategic one. Likewise, the point 
in time when the group can access information about their collaboration –after 
the process is completed or during the process – is also important. In this artic-
le, we propose and discuss a collaborative work monitoring strategy that is im-
plemented as a mirroring technique which has been tested in a post-graduate 
educational experience in 2016. Preliminary results would confirm the idea that 
the group benefits from knowing how the collaborative process is progressing 
and would also indicate that there is a greater awareness in each team member 
in relation to his/her own task and those of their peers.  

Keywords. Collaborative work indicators, Collaborative work monitoring, mir-
roring strategy, Meta-knowledge and collaborative work. 

1 What, when and how to display collaboration 

There is agreement as to the importance of group work and performance awareness 
by all participants in the group [1], [2], [3], [4]. In [5], the authors describe three types 
of information that can be considered to be essential for collaborative learning:  

• Public information about what group members effectively do, also mentioned in 
[6]; 

• Cognitive information about background knowledge and/or self-regulation abilities 
for learning in each member (also acknowledged in [7] and [8]; and 

• Social information about group dynamics, as perceived by collaborators [9].  
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In [10], there is an interesting analysis about the importance of the decisions and 
experiences of others for every individual in their everyday lives. This article men-
tions that the idea of computer systems supporting these activities was introduced as 
early as 1999, and that computer systems can be used to help these activities gain 
visibility and understand these relations. The concept of social translucence is thus 
introduced as a feature of computer systems that can facilitate communication, show-
ing simple quantitative aspects of user participation in a shared task. This approach is 
based on three features, also discussed in [10]. The first of these, visibility, refers to 
the idea that users can have access to social information that is presented as figures or 
charts. The second feature, awareness, considers the impact of the information of the 
activities being carried out by others on the activity carried out by each member and 
coexistence and collective work rules. Finally, the feature of responsibility refers to 
individual self-regulation processes that can occur as a result of user awareness about 
their own actions or the actions of the other members of the group. These pioneer 
ideas were continued by various authors to build work group performance visibility 
systems used for small groups, social groups and even networks. 

As regards small groups, the work presented in [11], where [3] and [12] are quoted, 
and where the concept of mirroring is further discussed, is relevant for our work. The 
authors define mirroring as “systems that reflect, or mirror, group interactions” (pp. 
119). These systems show interaction indicators that should be defined based on the 
type of work to be carried out and the composition of the group. There are other 
works, such as [13], that not only offer a description of the interaction events, but also 
present them based on predefined indicators and by comparison with expected stand-
ards. These indicators represent the status of the interaction, together with a set of 
expected or desirable values and parameters. There are different possible visualization 
types: bar charts, pie charts, map of forum topics (indicating task and topic disper-
sion) and even collective development of conceptual maps [4]. Based on the hypothe-
sis of Dimitracopoulou [13], and in agreement with the publications mentioned above, 
this information could favor both group work itself as well as the work carried out by 
the coordinators that monitor and guide the group. Visualization structures, with ap-
propriate representations, can help students with their meta-cognitive development, as 
well as help regulate the collaborative activity. Each tool that is used for the group 
task involves making decisions as regards the information or indicator that is shown, 
and how and when it is shown. The possibility of showing performance and progress 
information is closely linked to the situation of collaborative work, be it on-site or 
distance work, as well as with time management – synchronous or asynchronous. 
Once the group started its collaborative work, identifying specific points in time with-
in the activity to show progress is a complex task. In the literature, indicators are most 
commonly displayed ex post facto, i.e., after the group work is completed. However, 
tools can and should define time windows (as Manuel Castells describes in [14]) for 
(abstract) breaks during work to see where it is going and how that relates to what 
was expected.  

This article is organized as follows: Section 2, presents some background on col-
laboration monitoring tools, Section 3 describes the mirroring strategy proposed and 
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its application, Section 4 discusses the results obtained, and Section 5 presents our 
conclusions. 

2 Collaborative Work Visualization Tools 

In this section, some tools used for monitoring collaborative work are classified 
and described to show how they support this activity, which indicators they show, and 
how visualization takes place.  This background information has been used for the 
mirroring proposal described in the next section. Tools have been grouped in the fol-
lowing three categories: 

• Mirroring Tools: this category includes tools that automatically mirror the activity 
of the members of the work group. These are graphical representations of the ac-
tions of each group member in each tool. 

• Metacognitive Tools: this category includes the previous one (mirroring) and it 
also shows information about any deviations in the development of indicators from 
what was expected. Some examples could include marked heterogeneity in partici-
pation by group members, spread topics, etc. 

• Guiding Systems: this category includes both previous ones and adds a space for 
educator guidance and intervention. 

2.1 Big Five 

These are visualization tools that match the Big Five groups theory. In [15], a set 
of visualization tools specific for collaborative work in computer environments is 
presented, all of them linked to the theoretical framework discussed by Albert Ban-
dura [16] as part of the social cognitive theory (SCT). This framework identifies the 
five abilities (big five) that define group work: 1. symbolization ability; 2. prefigura-
tion and planning ability; 3. learning through observation; 4. self-regulation; 5. self-
reflection. As an example of metacognitive tools, the Activity Radar can be men-
tioned, which is a circle that represents the participation range of each group member 
based on a standard reference. This standard reference can be the average for the 
group in the past, a predefined standard or the activity of a group member. This stand-
ard is represented as the center point in the circle (see Fig.1 A.). 
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Fig. 1. A. Participation radar, according to Big Five.  

Fig. 1. B. Interaction networks in two tools with different density and relations (taken from 
[15]) 

Another representation is based on Social Media Analysis (SMA). It quantifies the 
relations between players to create graphical networks that represent these relations as 
a whole. Networks have three basic components: players, boundaries, and relations. 
Players are represented by dots and relations are represented by lines joining them (1 
B). 

2.2 Drew. Dialogical Reasoning Educational Web tool 

According to [12], this is a web tool that shows a graphic representation of the top-
ic map that is generated in an argumentative analysis system. It is developed as part of 
the SCALE Project of the European Community, which focuses on collaborative 
learning for argumentation using Internet in secondary schools. Its tools are designed 
to help students develop, refine and expand their argumentative knowledge in a given 
field. The educator has a specific role in the software that allows viewing what is 
going on and adding tasks and participants. For this reason, this tool is considered to 
belong to the Guiding Systems category. 

2.3 iBee. Bulletin Board Enrollee Envisioner 

Created and presented by [28], iBee is a software application that follows the bulle-
tin board model and that works as a plug-in in a virtual teaching and learning envi-
ronment. Its main features include: 1. Visualization in real time of the relation be-
tween key words and students; 2. Visualization of a conversation trajectory in a given 
period; 3. Visualization of student's most recent participation levels and key word use 
frequency; and 4. Message placement based on key words, represented through the 
flowers and bees metaphor, so that students can simply click to access them. iBee can 
be considered as a mirroring tool within the categories described above. 
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3 Implemented Mirroring Strategy 

In this section, the mirroring visualization strategy that was designed and imple-
mented to carry out a collaborative activity in a post-graduate course at the School of 
Computer Science of the UNLP is described. The course in question was “Distance 
Education,” part of the Master in Information Technology Applied to Education. Co-
hort 2016 included 11 students. For this task, participants were divided into 2 groups: 
one with 5 members and another one with 6. The reduced number of students and the 
existence of only two work groups favored the development of this strategy, since 
each individual and group activity has to be thoroughly reviewed using each of the 
tools selected. 

3.1 Description of the Mirroring Strategy 

The eighth class in this course consists of a collaborative writing e-activity, where 
participants receive, as a first stage, an individual assignment (unknown to their 
classmates). In a second stage, they are asked to use their individual productions de-
veloped based on their individual assignments and collaboratively create a book. They 
have 6 weeks to work on this task, and it was during this period that the mirroring 
visualization strategy described below was carried out. The first activity consisted in 
telling the participants about the implementation of this strategy, describing the type 
of work that this would involve and emphasizing the use of the tools that had been 
made available to the groups to be able to carry out on-line monitoring tasks. Togeth-
er with this initial information, a document detailing the map of indicators on which 
monitoring tasks would focus and a schedule for information presentation, based on 
the collaborative work stages considered in the assignment, was also distributed. The 
indicators selected to carry out the mirroring strategy can be divided into individual 
indicators and group indicators (see Table 1). Individual indicators consider, from a 
quantitative standpoint, the number of messages exchanged with other group mem-
bers in each stage of the assignment and the number of messages in each of the tools 
being used. From a qualitative point of view, messages were classified based on their 
contents in: organization-oriented messages, group emotional/motivational manage-
ment messages, and messages dealing with task-specific issues. The group indicators 
analyzed were linked to the concept of interdependence, and the creation of topic 
maps following [4] was also considered. 
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Table 1. Mirroring individual and group work indicators 

Dimensions/ Indicator Categories Indicators 

DIMENSION: INDIVIDUAL CONTRIBUTION BY EACH MEMBER 
Contribution by each  
member to  
collaborative work 

Quantitative analysis 
• Number of messages exchanged with 

peers in each stage of the assignment. 
• Number of messages in each tool 

Qualitative analysis 
• Types of messages based on categories 

- Organization 
- Contents 
- Emotion 

DIMENSION: COLLABORATIVE WORK ITSELF 
Interdependence  
(Group Concept) 

Topic conceptual map Topics and duration 

To keep track of collaborative work process information, a GoogleSites site was 
used, since students were already familiar with it and mirroring information was easy 
to access.  

When developing this type of strategies, defining how information is going to be 
viewed is of the utmost importance. In this case, the information presentation formats 
used were the following, depending on the indicators: bar chart showing message 
number and quality by type of message (contents, organization, emotions) for each 
member of the group, and a map of topics detailing duration, in weeks, for each topic. 
Each topic was identified with a color and, for each topic, the individuals that worked 
on it are identified (with their initials). On the other hand, a graph as the one shown in 
Figure 2, showing the relation between topics and group members, was used. This 
graphic representation facilitates the analysis of participations and exchanges. For this 
proposal, graphs were built based on the following rules: a) they have nodes: partici-
pants and topics; b) the nodes corresponding to individuals are labeled with the ini-
tials of that individual, while topic nodes are labeled with the name of the topic; c) all 
nodes are represented with color circles; d) the lines linking each individual to a topic 
indicate that the former is related to the latter; e) the size of the nodes increases as the 
number of incoming or outgoing lines increases, and g) the thickness of the lines in-
creases as the participation of an individual in a topic increases. Thus, the distance 
between the topic map and each group member can be seen, as well as the level of 
participation of each member.  
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Fig. 2. Graph showing relations in mirroring information. 

3.2 Impact of the Mirroring Strategy in Collaborative Work 

In the week immediately following information publication weeks, a private indi-
vidual inquiry instrument was responded by all group members to obtain feedback on 
their experience with collaborative work and the impact of the mirroring strategy. The 
instrument included 5 sections: 1. Personal data, 2. Individual work, 3. Use of tools, 4. 
Group work, and 5. Impact of the mirroring strategy. In this article, we focus on the 
feedback received in Section 5 of the instrument, which was aimed at obtaining the 
following information: information visualization frequency, information usefulness, 
attention to individual and/or group indicators, attention to the information of their 
own group versus that of the other group, information usefulness based on format, 
decisions that were changed based on the mirroring information obtained, and general 
opinion on how this strategy affected group work. 
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4 Results Obtained in the Mirroring Experience 

In this section, the most significant results obtained through the inquiry described 
in the previous section, administered through an on-line survey, are discussed. 

As regards the visualization frequency with which the information in GoogleDocs 
was referenced, the following questions were asked: How many times did you visit 
the information site for the collaborative process? Answer options established a fre-
quency ranging from 1 to 5, 1 being Never and 5 being Daily. Figure 3 shows the 
results, which indicate that 30% of the students accessed the information daily, 
while 44% of them indicated a frequency between 3 and 4 on the scale. They were 
also asked about their reasons to access the information. Below are some of the an-
swers received: “I was curious about the type of information that was being consid-
ered,” “I was interested in knowing how information was presented and the data that 
were displayed about the participation of other group members,” and “I thought it 
was important to know if what happened as part of our collaborative work was pre-
sent in the system.” 

 
Fig. 3. Mirroring information site access frequency 

The issue of information type and format was of interest, since the indicators 
that had been selected were at play and their potential to understand, communicate 
and even improve collaborative work. The corresponding question was: “What type 
of information did you find most useful?” Answer options listed all formats that had 
been used to present monitoring information: text, numerical values, data tables, bar 
charts, group work graphs, images, etc. The answers obtained are presented in Figure 
4. 
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Fig. 4. Access to information by format 

More than one answer could be indicated in this item, since information types were 
no exclusive. Starting by the information that was selected by most participants (4 
individuals), activity presentation graphs, both individual and for the group 
should be mentioned. In second place, participants selected bar charts showing 
individual performance: number of messages by category. Before adding these 
charts, the data tables used to generate them were presented. This information was 
also valued by students. Finally, the use of text as integration, explanation and 
contextualization element was found valuable as well. As regards as the reasons for 
selecting different visualization types, the following were given: “Charts represent 
data in a clear and accurate manner,” “Personally, I prefer to analyze charts rather 
than numbers,” “I prefer graphs because I can see the connection between members 
and actions and types of messages.” Data tables were also mentioned: “I found the 
individual breakdown of participations and the data table and its subdivisions to be 
useful to me.” Both the text and the integration of different types of information in the 
site were valued as well: “All reports were read carefully. Charts, tables and graphs 
were easier to interpret, but a textual description is always useful to have” and “Eve-
ry element enriched process statistics in its own way and complemented the other 
elements.” 

To point to the initial hypothesis, the following was asked: What decisions were 
changed as a result of the information presented in the site? (options are divided in 
three aspects: emotion, contents, organization). The answers obtained are presented 
in Figure 5. 

To point to the initial hypothesis, the following was asked: What decisions were 
changed as a result of the information presented in the site? (options are divided 
in three aspects: emotion, contents, organization). The answers obtained are presented 
in Figure 5.  
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Fig. 5. Decisions made based on the mirroring strategy 

Figure 5 shows that organization decisions were affected the most by knowledge 
obtained through the mirroring strategy. Within organization decisions, two key com-
ponents can be identified: time management and balanced participation of all group 
members. As regards member participation, it could be tracked through the site using 
the individual information component. As regards content decisions, all of them were 
identified as having been affected by this strategy. Emotion-related decisions affect-
ed by information obtained through the mirroring strategy were motivation-related: 
knowing what each participant had done on the individual and group levels helped 
create messages aimed at achieving higher involvement and level of activity from 
everyone. As regards organization-related issues, students mentioned the following: 
“I think the main goal was to organize member time management to finish as soon as 
possible with individual responsibilities. It allowed us to organize taking into account 
the time we had in order to be able to finish the task within the expected time. We also 
had to take into account the creation of a summary for the topic assigned to a member 
that dropped the course.” “It was also useful to reinforce meta-knowledge about 
individual performance: Seeing the data made me realize that at points my contribu-
tion had been really low”. 

5 Conclusions 

The governing idea behind this work is the importance of information in a collabo-
rative work process as a metacognitive component of performance, both individual 
and collective. Knowing how each individual and their peers work is seen as a valua-
ble contribution, both to the process as well as to the result of group work. This 
knowledge of metacognitive nature is important both for group members as well as 
for the coordinator, whose job is to guide students and intervene if required. In this 
article, a mirroring strategy that was designed and implemented with a group of post-
graduate students as metacognitive experimentation space was described. The results 
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obtained support the idea presented in [13] as regards the visibility, awareness and 
responsibility that having this information about their own performance promotes 
among the members of a group. Among the findings of our experience, the following 
can be mentioned: a) the number of organization-related messages changed; as soon 
as message type-related data were included in the mirroring site, the group started 
communicating in terms of task planning and organization; b) most participants moni-
tored the information shown on the site about their individual tasks, and each of them 
made sure that the site showed accurate information about what they had done. They 
even sent private messages explaining why they had not been able to carry out a spe-
cific task. From this visualization, it was observed that group members monitored 
what they did (and what they did not do) individually, and what their peers (from both 
groups) produced during the 6-week period assigned for this task. In this sense, we 
believe that the implemented strategy is relevant, since it confirms several of the hy-
potheses reviewed as background information. It also opens up new study paths, since 
it presents new findings about the types of visualization that affected the process the 
most. In the future, we will continue to carry out experiences to increase the number 
of participants and thus produce more conclusive results. 
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Abstract. ECMRE is an extension of CMRE (Concurrent Multi Robot 
Environment) that adds features related to current parallel architectures: 
processor heterogeneity, energy consumption, processor speed change 
techniques in relation to temperature and/or energy consumption.  
ECMRE allows incorporating the topics of concurrency and parallelism in a 
simple and entertaining manner in beginner classes in the courses of Computer 
Science by means of a graphic and interactive environment.  
An initial test was carried out in a course with 42 students to analyze how they 
adapt to this new environment and how they can use it. 

Keywords: Concurrency, Parallelism, Heterogeneous Processors, Parallel 
Algorithms, Energy Consumption. 

1 Introduction 
Concurrency has been a central issue in the development of Computer Science, and 

the mechanisms used to express concurrent processes that cooperate and compete for 
resources have been in the core curriculum of Computer Science studies since the 
seventies, in particular after the foundational works of Hoare, Dijkstra and Hansen 
[1][2][3]. On the other hand, parallelism, understood as “real concurrency” in which 

multiple processors can operate simultaneously on multiple control threads at the 
same point in time, was for many years a possibility that was limited by available 
hardware technology [4]. Classic Computer Science curricula [5][6][7] included the 
concepts of concurrency in various areas (Languages, Paradigms, Operating 
Systems), but parallelism was almost entirely omitted, except to present the concepts 
of distributed systems. 

Changes in technology have produced an evolution of the major topics in 
Computer Science, mainly due to the new applications being developed from having 
access to more powerful and less expensive architectures and communications 
networks [8]. For this reason, international curricular recommendations mention the 
need to include the topics of concurrency and parallelism from the early stages of 
student education, since all architectures and real systems with which they will work 
in the future will be essentially parallel [9]. However, parallel programming (and the 
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essential concepts of concurrency) is more complex for students who are starting their 
studies, and new strategies are required to teach the topic. 

Given the stimuli to which students are exposed from an early age, be it through 
video games, computers, mobile phones, tablets, or any other electronic device, the 
use of interactive tools to teach core concepts to students in a CS1 course [9][10][11] 
has become essential [12]. In this sense, the possibility to take the initial steps in the 
world of programming through a graphic and interactive environment allows reducing 
the gap that traditionally existed between abstraction and the possibility of seeing a 
graphic representation of how the concepts being learned are applied in an 
environment that is conceptually similar to those used in everyday life [8][13]. 

CMRE is a graphic environment that has a set of robots that move within a city, 
and it has allowed teaching the basic concepts of concurrency and parallelism in a 
beginner’s course in Computer Science. In a previous article [14], the idea of adding 
advanced features commonly found in current parallel architectures (such as 
heterogeneity, energy consumption, temperature generated) to the environment was 
discussed. As a continuation of that work, we have implemented such an extension 
and created ECMRE (Extended Concurrent Multi Robot Environment), which is 
presented here. 

This article is organized as follows: Section 2 details the advanced features present 
in modern parallel architectures that have been included in the environment; Section 3 
describes the original version of CMRE; Section 4 discusses the extensions developed 
to create ECMRE; and Section 5 presents a test carried out with the new environment 
in a first-year course. Section 6 discusses the conclusions. 

2 Advanced Features of Parallel Architectures 
Current parallel architectures come with advanced features that should be included 

when teaching the basic concepts of concurrency and parallelism. In particular, 
architecture heterogeneity and energy consumption. 

2.1 Heterogeneity in Parallel Architectures 

Since the early computers, there has been an ever-present desire to increase 
machine computational power. However, it is currently hard to increase processor 
speed by increasing their clock rate. Hardware architects face two issues: heat 
generation and energy consumption. The solution to this problem introduced by 
designers has been integrating two or more computational cores within a single chip, 
which is known as multicore processor. Multicore processors improve application 
performance by distributing work among the available cores [15] [16].  

Currently, research is focusing mainly on heterogeneous multicore architectures 
(i.e., architectures whose cores have different performance and energy consumption 
characteristics and which may or may not use different sets of instructions), since 
having different types of cores allows optimizing performance and, when tasks are 
appropriately distributed among cores, higher performance/energy ratio efficiencies 
are achieved.  

137



In this type of architectures, heterogeneity is present in various aspects, most 
significantly in core computational power (computation speed), memory access time, 
and communication speed among cores. These three aspects determine the time 
required to execute the instructions in each core, and thus, the same sentence executed 
by two different cores can take different times. On the other hand, since there is a 
certain degree of independence of the features that cause heterogeneity, not all 
instructions are affected in the same proportion. That is, a floating point operation that 
is run in core A, may take a fourth of the time it takes when run in core B, while a 
writing operation may take half the time when run in it.  

2.2 Energy Consumption in Parallel Applications 

Energy consumption is a key aspect of current processors. In general, the 
performance of a parallel algorithm is not measured only in its execution time, but 
also in energy consumed. Thus, there will be Flops/Watt or Flops/Joule ratios 
corresponding to a relation between computation and instant power or total energy 
[17][18]. 

It is important to teach Computer Science students to always use consumption 
metrics as an indicator of algorithm quality. Additionally, they should also understand 
the automatic mechanisms developed by processors according to the temperature 
reached (which is a direct function of the energy consumed in a period of time) [17]. 

There are performance adjustment techniques used in current processors that 
consider energy consumption, temperature and other values as indicators for decision-
making. Overclocking and underclocking are two of the most widely used techniques 
to increase or decrease processor clock rate in order to increase performance or 
standardizing consumption and temperature values when the processor is overloaded. 

3 Current Version of CMRE 
The main features of CMRE can be summarized as follows [15][19]: 

 There are multiple processors (robots) that carry out tasks and that can co-operate 
and/or compete. They represent the cores of a real multiprocessor architecture. 
These virtual robots can have their own clock, and different times for carrying out 
their specific tasks. 

 The environment model (“city”) where the robots carry out their tasks supports 
exclusive areas, partially shared areas and fully shared areas. An exclusive area 
allows only one robot to move in it, a partially shared area specifies the set of 
robots that can move in it, and a fully shared area allows all robots defined in the 
program to move in it.  

 If only one robot is used in an area that encompasses the entire city, the scheme 
used in Visual Da Vinci is repeated [20][21]. 

 When two or more robots are in a (partially or fully) shared area, they compete for 
access to the corners on their runs, and the resources found there. For this, they 
must be synchronized. 

 When two or more robots (in a common area or not) wish to exchange information 
(data or control), they must use explicit messages. 
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 Synchronization is done through a mechanism that is equivalent to a binary 
semaphore. 

 Mutual exclusion can be generated by stating the areas reached by each robot. 
Entering other areas in the city, as well as exiting them, is not allowed. 

 The entire execution model is synchronous and allows the existence of a cycle 
virtual clock which, in turn, allows assigning specific times for the operations, 
simulating the existence of a heterogeneous architecture. 

 The environment allows executing the program in a traditional manner or with 
step-by-step instructions, giving the user detailed control over program execution 
to allow them controlling typical concurrency situations such as conflicts 
(collisions) or deadlocks. 

 In the step-by-step mode, the effect of the operations can be reflected on physical 
robots, communicated through Wi-Fi. The physical robots have Linux as operating 
system, which allows running an http server implemented on NodeJS [22]. Thus, 
the environment communicates with the robots (each physical robot corresponds to 
a virtual one in the environment). These are point-to-point, two-way 
communications, i.e., the environment sends instructions to the physical robot and 
then the robot sends its response to the environment stating that the instruction 
given has been fulfilled. 

4 CMRE Extension 
ECMRE (Extended Concurrent Multi Robot Environment) is an extended version 

of its predecessor (CMRE) and, as such, it adds the concepts of heterogeneous 
multicore architectures, energy consumption, processor temperature, and 
overclocking and underclocking techniques to it. 

Students can work on ECMRE by representing different types of multicore 
architectures and watch in a graphic and interactive manner the information related to 
operation time for each robot and variations in consumption and temperature values 
corresponding to algorithm runs. By analyzing this information, students can modify 
their algorithms (for example, they can balance workloads) to obtain solutions that are 
efficient as regards energy consumption and temperatures reached. 

4.1 Representing Parallel Architecture Heterogeneity 

In this section, the main adaptations made to CMRE to address speed and energy 
consumption aspects in ECMRE are described. 

Processor Performance. 
In ECMRE there is a Details area (Fig.1(a)) to adjust the general parameters for the 

application and for each robot in particular. It includes a table called ROBOTS that 
has a column that allows defining the speed for each robot. This simplifies working 
with the robots, which could present variations in their performance because they will 
execute algorithm instructions at different speeds. There are 3 speeds that can be 
selected, and they are related as follows: 

• Max is the maximum speed available.  
• Med is half the maximum speed. 
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• Min is half the medium speed. 
In ECMRE, T is defined as a unit of time (equivalent to 100 milliseconds) to 

measure robot/processor performance. We decided to use a subset of 10 primitive 
instructions (blockCorner, put-downFlower, put-downPaper, right, sendMessage, 
freeCorner, move, receiveMessage, pick-upFlower and pick-upPaper) classified 
based on their complexity, and an execution time consistent with robot speed was 
assigned to them. 

Also, ECMRE has an Execution Information area that displays updated 
information for each robot during the execution of the algorithm (Fig.1(b)). One of 
the entries there corresponds to the execution time measured in T units. This 
information is extremely useful to assess algorithm performance.  

 

                      
                           (a)                                                                        (b) 

Fig. 1. Areas in ECMRE: (a) Details, where each robot is configured, (b) Execution 
Information, where the execution time for the robot is displayed. 

The ability of controlling the speed for each robot combined with the assignment 
of times to primitive instructions in ECMRE allows working with robots/processors 
with different performances, simulating one of the features of heterogeneous 
multicore architectures. 

Energy Consumption 
ECMRE adds a new section called Robot/Processor where energy consumption 

options can be set (in Joules) for a set of primitive instructions (Fig.2(a)). Based on 
this, each robot stores its own consumption information and updates it during 
algorithm execution, which is displayed in the Execution Information area (Fig.2(b)).  

 

     
(a)                                                                        (b) 

Fig. 2. ECMRE (a) Energy consumption by instruction in the Robot/Processor section, (b) 
Execution Information area, where robot energy consumption information is displayed  

Processor speed is a factor that affects consumption (as speed increases, so does 
consumption). In ECMRE, the consumption generated by robot r to execute 
instruction i is given by the consumption of i previously specified multiplied by a 

140



coefficient that represents the speed of r at that moment (0.25 for Min, 0.5 for Med 
and 1 for Max).  

4.2 Temperature Representation. 

In the Robot/Processor section mentioned above, the temperature (in Celsius) 
produced when executing each instruction of the set of primitives can also be set for 
each robot (Fig.3(a)).  

The required logic has been implemented so that each robot records and updates its 
temperature and then this information can be viewed while the algorithm is being 
executed. To this end, a thermometer was added to the Execution Information area of 
the robot (Fig.3(b)) to display the temperature with a numeric value. The thermometer 
changes its color (gray, green, orange and red) as temperature increases or decreases, 
where gray represents the minimum temperature and red, the maximum.  

     
(a)                                                                        (b) 

Fig. 3. ECMRE (a) Temperature by instruction in the Robot/Processor section, (b) Execution 
Information, where robot temperature information is displayed  

This feature is also affected by robot speed (as speed increases, so does 
temperature). In ECMRE, the temperature of robot r after executing instruction i is 
given by its previous temperature plus the temperature generated by instruction i 
previously specified, and this total is multiplied by a coefficient that represents the 
speed of r at that moment (0.92 for Min, 0.95 for Med and 0.98 for Max).  

4.3 Representation of Overclocking and Underclocking Techniques. 

On the other hand, ECMRE allows for the possibility of robots using overclocking 
and underclocking techniques while the algorithm is being run. In the 
Robot/Processor section in ECMRE, the following parameters that enable this 
functionality are set (Fig.4): 
 TCase Max: maximum processor temperature. If this value is exceeded: 

─ An underclock condition will be attempted to help decrease processor 
temperature. 

─ If underclock is not admitted, or if the current speed is already the minimum 
speed, the robot will stop until its temperature goes back to normal. 

 Use Overclock: this enables the use of an overclocking operation in the robot.  
 Use Underclock: this enables the use of an underclocking operation in the robot.  
 Verification Interval (VI): this indicates how often the increase in energy 

consumption should be checked and, if necessary, the corresponding 
overclocking/underclocking operation applied. The value is expressed in units of 
time T. 
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 Expected Consumption Variation (ECV): this indicates the variation in energy 
consumption (in joules) expected for the time defined in VI. This value is used to 
apply overclocking/underclocking operations. 

 
Fig. 4. ECMRE - Performance adjustment parameters in the Robot/Processor section 

The performance adjustment algorithm in each robot works as follows: For each 
instruction that is executed, it assesses the following: 
 If robot temperature is higher than the specified maximum temperature (TCase 

Max): 
─ If the robot supports underclocking and its current speed is not the minimum 

speed, an underclock operation is applied to help decrease temperature. Note 
that if robot speed is already Min, it cannot be further reduced. 

─ Otherwise, the robot stops until its temperature cools down to 25°C and then 
resumes processing. 

 If the increased consumption recorded during the verification interval (VI) exceeds 
the expected consumption variation (ECV): 
─ If the robot supports underclocking and its current speed is not the minimum 

speed, an underclock operation is applied to help decrease energy consumption 
and temperature. Note that if robot speed is already Min, it cannot be further 
reduced. 

 If the increased consumption recorded during the verification interval (VI) is lower 
than the expected consumption variation (ECV): 
─ If the robot supports overclocking and its current speed is not the maximum 

speed, an overclock operation is applied to increase performance. Note that if 
robot speed is already Max, it cannot be further increased. 

Overclock and underclock operations are not applied while consumption variation 
time is lower than the value set for VI. Every time an overclock or underclock 
operation is applied, or when the robot stops to cool down, consumption variation and 
elapsed time values are reset to 0. 

4.4 Processor Logs. 

The new functionalities added to ECMRE may require an analysis after the 
algorithm is run to assess if the result obtained meets expectations. If execution time 
or energy consumption are higher than expected, modifications to the implemented 
solution may be proposed, or tasks could be reassigned among participating 
processors to achieve better results. To facilitate this analysis, ECMRE includes a 
new section called Processor Log that shows a user-friendly summary (through tables 
and charts) of the execution of an algorithm.  
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ECMRE records processor information while the algorithm is being run. In the 
Robot/Processor section, the option Log Frequency can be set to define how often 
(number of instructions) this information is recorded for each robot at runtime.  

Recorded events include: processor stopped due to overload, overclock, and 
underclock. For each recorded log entry, the following robot information is stored: 
event (LOG, STOPPED, OVERCLOCK and UNDERCLOCK), speed before and 
after the event, temperature, and energy consumption. 

The Processor Log section includes the following 5 subsections: Temperature, 
Temperature Chart, Consumption, Consumption Chart, and Consumption by 
Instruction Chart. For each of these, the user can select the robot to be analyzed. 

5 Test Session with Students 
ECMRE was presented in the course Programming Workshop of the School of 

Computer Science of the UNLP. This is a first-year course that consists of 3 modules. 
The third of these modules deals with the introduction to basic concurrent 
programming concepts, which is done through the use of CMRE. 

The class started with a brief review of the concepts of concurrency and 
parallelism addressed by the environment, such as multicore architectures (both 
homogeneous and heterogeneous), energy consumption, temperature, performance 
adjustment techniques in processors, and load balancing. For each item, the concept 
and its significance in relation to current computer architectures were reviewed, and 
the new elements added to CMRE (temperature, consumption and speed) to create 
ECMRE, were introduced. 

Once the theoretical review was completed, a practical activity was presented to be 
carried out under the supervision of the educator and the group of students. The 
students did not interact directly with the environment because it was still under 
development. The practical activity consisted in solving a model problem using 
ECMRE so that students could see how execution time, energy consumption and 
temperature changed based on different robot configurations. To this end, the tables, 
charts and logs described in the previous section were used.  

At the end of the practical activity, each student answered a brief, anonymous 
survey intended as a first feedback from students, who will be the end users of the 
tool. This survey consisted of 5 questions answered on a Likert scale that goes from 1 
(fully disagree) to 5 (fully agree). The survey was taken by the 42 students who 
attended the class on the day of the experience; the results obtained are listed in Table 
1. 

Table 1. Results of the survey taken by students of the Programming Workshop. 

QUESTION 
RESULTS OBTAINED 

Fully 
agree Agree Neither agree nor 

disagree Disagree Fully disagree 

ECMRE helps learning the concepts 
presented. 36% 57% 7% 0% 0% 

Having a practical tool that allows 
viewing the theoretical content learned 
during the class through specific 

55% 38% 7% 0% 0% 
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examples is useful. 
The contents in ECMRE are organized 
and its use is intuitive. 24% 52% 24% 0% 0% 

The icons and charts used in the 
application are of the right size and 
match their associated function. 

48% 38% 14% 0% 0% 

Having this application as a supplement 
to theoretical classes is beneficial. 52% 36% 12% 0% 0% 

6 Conclusions 
The concepts of heterogeneity, energy consumption and temperature in parallel 

architectures are highly relevant, and we have presented an extension of CMRE 
(ECMRE) that allows including them. 

ECMRE appears as a very useful tool to introduce these concepts in beginner 
classes in Computer Science courses of studies. To achieve this, two stages have been 
carried out. On the one hand, CMRE was modified to allow including these features 
in robots and, on the other, graphical tools were added to allow students view and 
then analyze this information in an easy and entertaining manner.  

Thus, the complexity level of possible scenarios is increased, which poses a much 
more ambitious challenge that matches the technological reality of current processors.   
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Abstract. We show the results of the implementation of a prelimi-
nary algorithm for excluding ionospherically unsafe satellite geometries
in Ground-Based Augmentation Systems Category I. Minimum knowl-
edge of the ionospheric treat model is assumed and the assistance of
the code-carrier divergence monitor is not considered. All the satellites
in view above 5◦ in elevation are included in the computations. The
inflation of the standard deviation of the vertical ionospheric gradient
implements the exclusion. Full availability remains for a typical day in
the site of La Plata Airport.

Keywords: GBAS Category I, Ionospheric Threat, Parameter Inflation.

1 Introduction to GBAS

Ground-Based Augmentation System (GBAS) is a system that provides differen-
tial corrections and integrity monitoring of Global Navigation Satellite Systems
(GNSS) signals for navigation and precision approach service in the vicinity of
the host airport. GBAS yields the accuracy, integrity, continuity and availability
necessary for Category I, and eventually Category II, and III precision approach
operations [1, 2].

The system consists of three parts: 1) the satellite signal in space (SIS) coming
from one or several GNSS constellations; 2) the local Ground Facility (GGF)
equipped normally with four satellite receivers, processing equipment and a VHF
data broadcast (VDB) transmitter; and 3) the aircraft devices related to the
multi-mode receiver (MMR).

The GGF provides the aircraft with approach path data and, for each satellite
in view, geo-referenced range corrections and integrity information. The correc-
tions enable the aircraft to determine its position relative to the approach path
more accurately. Under nominal conditions these corrections are considered prac-
tically the same for the ground station and for the aircraft. That is, the basic
assumption of GBAS is that errors have a high local correlation.

Integrity is the function of a system that warns users in a timely manner
when the system or some part of it should not be used. The integrity function
prevents severe risks, eventually affecting system continuity and availability [3].
In GBAS Category I (CAT-I) the responsibility for integrity resides exclusively
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in the GGF. Verification and certification of GBAS integrity is based on the
analysis of extremely rare events which can lead to large positioning errors. These
events are generally only dealt theoretically or by simulation [4, 5]. The most
important of these rare effects are strong ionospheric gradients, which are not
directly recognized by the GGF by any intended means. Hence the importance
of being able to foresee and mitigate the effects of this anomalies in some way
[6]. Excluding unsafe geometries is one of such ways; ionospheric field monitor
is other alternative [7].

2 Protection Levels, Alert Limits and Position Errors

As mentioned, for GBAS CAT-I the GGF is designed to guarantee the integrity
of each broadcasted correction by monitoring, in diverse ways, each related satel-
lite measure to ensure that the correction error is bounded. If that is not the case
the satellite is declared unsafe. The nominal correction error standard deviation
for each satellite σprgnd,i [m] as seen from ground, and the nominal standard de-
viation of the vertical ionospheric gradient σvig [m/m] coming from site studies,
are also broadcasted.

Based on the information received from the GGF and also based in own data,
the aircraft computes horizontal and vertical protection levels (HPL and VPL)
for the measurements for each epoch (every 0.5 second). Particularly VPL are
safe if they are bellow the vertical alert limit (VAL). For GBAS CAT-I precision
approach operations VAL = 10 m at the minimum decision height of 200 ft that
occurs at 6 km from the runway during landing.

If VPL is larger than VAL an integrity alert is generated. VPL is supposed
to exceed the real unknown vertical position error (VPE). If VPE is larger than
VPL but smaller than VAL the information is misleading. If VPE is larger than
VPL and also larger than VAL the information is hazardously misleading.

The aircraft computes VPL as follow (see [8] for details):

VPL = Kffmd

√√√√ N∑
i

S2
vert,iσ

2
i . (1)

σ2
i = σ2

prgnd,i
+ σ2

iono,i + σ2
air,i + σ2

tropo,i , (2)

σiono,i = Fiσvig(xaircraft + 2τvaircraft) , (3)

σ2
air,i = σ2

multipath,i + σ2
noise,i . (4)

Svert,i is the vertical position component of the weighted-least-squares projec-
tions matrix for satellite i (see equation (8)). N is the number of satellite in-view
for the present epoch.
Kffmd is the multiplier that determines the required probability of fault-free
missed detection.
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σ2
i is the variance of a normal distribution overbounding the range domain error

distribution for satellite i for the fault-free hypothesis H0 (see [9]).
σ2

prgnd,i
is the fault-free variance of the ground error term associated with the

correction for satellite i.
σiono,i is the ground residual ionospheric uncertainty for satellite i. Fi is the
vertical-to-slam obliquity factor for satellite i. σvig is the standard deviation of
a normal distribution of the residual ionospheric uncertainty due to nominal
spatial decorrelation (a typical value is 4 mm/km). The following factor has
two components, the horizontal distance from GGF to aircraft (xaircraft), and
a synthetic distance produced by a smoothing filter used to mitigate multipath
and noise with a time constant τ of 100 s. vaircraft is the velocity of the aircraft
in the direction of the airport.
For details on σ2

air,i and σ2
tropo,i see the above last references.

In the above set of equations is not included the vertical protection level under
a single-satellite (satellite i) ephemeris fault, however it is considered in the
computations. Failures of the hypothesis H1 [10] are not relevant to excluding
geometries [11].

3 Ionospheric Threat and Tolerable Error Limit

GPS satellites fly in medium Earth orbits (MEO) at an altitude of approximately
20200 km. The ionosphere is a region of the atmosphere located about 50 –
1000 km above the Earth’s surface. In this region, solar radiation produces free
electrons and ions that cause phase advances and group delays to GPS radio
waves.

Ionospheric fronts (also called ionospheric storms) pose a significant threat
to single frequency ground based augmentation systems (GBAS) for airplane
precision approach because they can produce differential delays between the
aircrafts and the GGF that are not detected in time to generate an integrity
alert [12]. That is, uncorrelated delays could produce misleading and hazardously
misleading situations. Ionospheric fronts are recommended [13] to be modeled by
a moving wedge form with four parameters 1, including the maximum ionospheric
spatial gradient for a particular region [14].

The first wedge model has been parameterized for the conterminous U.S.
(CONUS) where ionspheric delay gradients as large as 435 mm/km have been
observed [15]. In the Brazil ionosphere the largest gradient of about 850 mm/km
has been registered [16]. There are not known developments of ionospheric threat
wedge model for Argentina.

The development and utilization of the ionospheric threat model occurs in
two stages [17]. The first stage is observation, in which data accumulated over a
lengthy period (usually including the greatest activity of a solar cycle) is collected
to describe and cover the features of ionosphere impact on GBAS [18]. The

1 The four paramenters are: spatial gradient, front moving speed, width and maximum
delay [11].
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results of observation are used to estimate the bounding parameters of the threat
model. The second stage is simulation, in which the completed threat model is
used in a simulation including the GGF and user operation. The simulations
provide estimations of the integrity risk (particularly the hazardously misleading
information (HMI) analyses [19]), the availability, and the impact to the ground
and airborne monitors.

Equation (3) gives the magnitude of ionospheric range error in slant direction
under steady-state conditions. The distance for decision hight (DH) for CAT-
I is 6 km away from the GGF. For a nominal σvig of 4 mm/km the error is
bounded by 0.24 m, in about 99.8 % of the cases. Meanwhile an anomalous large
ionospheric delay gradient of 425 mm/km could produce certainly a range error
as large as 8.5 m.

The maximum vertical position error due to the worst-case user error induced
by an ionosphere anomaly (as estimated by the ground subsystem) need only be
bounded by a tolerable error limit (TEL) that luckily is greater than VAL [11,
15, 20, 21].

Several criteria have been proposed to establish a value for TEL. In [21]
the obstacle clearance surface (OCS) concept is used to assess the safety of a
CAT-I approach if an ionospheric anomaly produces vertical navigation errors.
A maximum vertical error of about 29 m would be allowable at the nominal DH
of 200 ft.

4 Algorithm Description

We followed [11, 15, 22, 23] as references for the algorithm implementation. The
algorithm produces an inflation factor that depends of current satellite geometry.
Inflation factors larger than 1 are applied to σvig when it nominal value do not
produce a VPL that exceeds VAL when the possible error is not bounded by
TEL. This mechanism excludes unsafe geometries for been considered by the
aircraft.

The algorithm has four principal computational steps: 1. GGF and Subset
Geometries, 2. Ionosphere-Induced Range Error, 3. Ionosphere-Induced Vertical
Error and 4. Parameter Inflation.

4.1 GGF and Subset Geometries

Satellites that are visible to the GGF may not be included in the positioning
solution of an approaching airplane. It is assumed that up to two satellites from
the all-in-view satellite at the ground facility are not used by the airborne 2. If
there are N satellites visible to the GBAS ground facility, there are

N∑
k=N−2

(
N

k

)
(5)

2 The minimum number of satellites to be used by the airborne is four.
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subset satellite geometries from the set of N satellites visible to the GGF. Figure
1 shows the evolution fo the number od satellites in view. Figure 2 shows an
example with nine satellites in view at a given epoch, the total number of subset
geometries to consider in this case is,

∑9
k=7

(
9
k

)
= 46 .

Fig. 1. Evolution of the number of visi-
ble satellites above 5◦ during a 24 hours
typical period for a GBAS Ground Facil-
ity as if it was located at La Plata Air-
port (34.9655◦ S, 57.8954◦ W).

Fig. 2. Diagram of satellite positions over
the sky above 5◦ (actually above 30◦ in this
case) from the GBAS Ground Facility point
of view. Nine satellite are in view for the
current epoch.

4.2 Ionosphere-Induced Range Error

The closed-form approximation of the ionosphere-induced differential range error
is:

ε = g × (xaircraft + 2τvaircraft) . (6)

ε is the ionosphere-induced differential range error [m].
g is the ionospheric gradient [mm/km].
xaircraft is the separation between the GGF and the approaching airplane [km].
τ is the time constant of the carrier-smoother filter [s].
vaircraft is the velocity of the approaching airplane [km/s].

Given an airplane at a certain distance and with certain velocity equation
(6) represents the worse case for a given g. In the bibliography (e.g., [24]) consid-
erations are taken about the relative velocity between the ionospheric front and
the particular satellite, and the preventive action of the code-carrier divergence
(CCD) monitor is considered [25]. Neither of those advantages are taken here to
possible reduce the range error ε for every satellite for a particular geometry.

4.3 Ionosphere-Induced Vertical Error

Given airplane and ionosphere front movement geometries, a large ionospheric
gradient may be unobservable to the GGF and meanwhile affecting the airplane
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that is not conveniently prevented of the integrity risk. While an airplane is
approaching a runway, an ionospheric front can impact the SIS of two satellites
(k1 and k2) simultaneously. Hence the worst case ionospheric error in vertical
(IEV) for any pair of satellite of a given geometry for a particular epoch can be
expressed as follows 3,

IEVk1,k2 = |Svert,k1εk1|+ |Svert,k2εk2| . (7)

S = (GTWG)−1GTW . (8)

Gi = [− cos Eli cos Azi − cos Eli sin Azi − sin Eli 1] . (9)

W−1 =


σ2

1 0 . . . 0
0 σ2

2 . . . 0
...

...
. . .

...
0 0 . . . σ2

N

 . (10)

Where Svert,ki is the vertical position component of the weighted-least-squares
projection matrix S for satellite ki (see [8]), this component is dependent of satel-
lite geometry (number of satellite in view and their spatial distribution referred
to the GBAS local ground station) at each epoch; Gi is the row of the observation
matriz G for satellite i; Azi and Eli are the azimuth and elevation of satellite i
(see Figure 2); W−1 is the inverse of the least square weighting matrix; and σi is
the variance of a normal distribution that overbounds the true VPE distribution
for satellite i under the fault-free hypothesis.

The IEV for every pair of each subset geometry considered for the approach-
ing airplane is calculated and compared to obtain the maximum IEV (MIEV)
for each geometry in a particular epoch. The number of pairs to be compared
for each subset geometry with k satellites is(

k

2

)
. (11)

Figure 3 shows and example of MIEVs compared with TEL.
Figure 4 shows the nominal VPLs at the same epoch as Figure 3. The subset

geometries with VPL exceeding VAL are not approved by the airplane and they
can not cause integrity failures even though their MIEVs a greater than TEL.

4.4 Parameter Inflation

From Figures 3 and 4 can be observed that some geometries exceeding TEL
does not exceed VAL. In those cases exist potentially hazardous geometries not
excluded by the integrity mechanism supported by the VPL computated with
the nominal σvig broadcasted (see equations (1) and (3)).

3 A less constrained expression for IEV is presented in [22].
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Fig. 3. MIEV for 46 subset geometries
given 9 satellites in view. The subset
geometries exceeding TEL are poten-
tially hazardous for this epoch.

Fig. 4. Nominal VPL at the same
epoch as Figure 3. The subset geome-
tries with VPL exceeding VAL can not
cause integrity failures.

If the GGF inflates the bradcasted parameters above their nominal values
the airborne VPL increase as well. The most effective parameter to inflate is σvig

which increase σ2
i .

To obtain the minimum σvig needed for an epoch, VPLs are pre-computed
by the GGF iteratively increasing a inflation factor Ivig until all hazardous ge-
ometries are properly removed. Some particular considerations have to be made
to make the computation but exceed the limits of this explanation (see [22, 24]).
The new inflated σvig is broadcasted to the airplane. As Figure 5 shows, all
hazardous geometries exceeding TEL are excluded after inflation.

5 Algorithm Test

The algorithm implementation was tested for the location coordinates of La
Plata Airport taken samples of recorded ephemeris every minute of a typical
day. The assumed position of the aircraft is the decision point at 200 ft of
elevation. An effective separation of 20 km results from the sum of the actual
distance of 6 km between the reference station and the user, and the 14 km
of synthetic separation generated by the memory of the code-carrier smoothing
filter used to mitigate multipath error and code noise [8]4. The nominal value
of σvig = 4.0 mm/km. VAL = 10 m for approaching operations. The only
parameter of the threat model to be considered is the maximum ionospheric
gradient g = 400 mm/km.

Figure 6 shows the inflation factor Ivig. The inflated σvig can not exceed the
maximum allowed broadcast value of 25.5 mm/km [26], meaning that in this
case the maximum permitted value of Ivig = 6.375.

4 A contant velocity of 0.07 km/s is assumed during the approach. The time constant
of the carrier-smothing filter is τ = 100 s.
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Fig. 5. Satellite geometry exclusion by σvig inflation. All hazardous geometries exceed-
ing TEL are excluded after inflation.

By applying inflation factors to σvig all potentially hazardous geometries
(and many more acceptable geometries) are eliminated from the approved set of
geometries. Hence, system integrity is guaranteed by reducing system availability.
Figure 7 shows the inflated VPL for the conditions of the test. The availability
in this case remains 100 %.

6 Conclusions

It is difficult to improve integrity into existing systems while retaining sufficient
availability to make the applications viable. As Pullen stated, these challenges
are more than mathematical and require more than simply adding redundancy
to mitigate the effects of individual failures [27].

Most of the anomalies affecting GBAS can be detected by the monitors
founded in the CAT-I ground facility. Even moderate ionospheric anomalies are
detected by the CCD and the clock acceleration monitors [12]. However, the
worst-case ionospheric anomalies require additional mitigation techniques. The
technique used here excludes possible hazardous geometries.

Equations (1) and (7) generate bounds too conservative to represent the
wedge threat model and to accurately model the more realistic geometry and
monitoring conditions found in practice. Nevertheless, the implementation shows
that the availability is optimal for the site of La Plata Airport. This is due to
the well suited geometry conditions, particularly the relatively large number of
satellite always in view above 5◦ in elevation, as is observed in Figure 1.
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Fig. 6. Inflation factor Ivig for a 24
hours period. The broadcasted σvig is
the inflation factor times the nominal
σvig = 4 mm/km.

Fig. 7. Inflated VPL at La Plata airt-
port for a typical day. Availability is
100 % for a DH at 6 km using all the
satellite in view.
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Abstract. A digest can be defined as a regulations repository which is manipu-
lated by organizations for extended time periods. The search for information in 
this repositories can be tedious without assistance from an ad-hoc software ap-
plication. This work presents the development of a Digest Software System 
with its architecture and integration with other base tools. Finally, two study 
cases are presented where the developed product is used. 
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1 Introduction 

Organizations usually have a vast set of pre-established regulations that have to be 
consulted regularly. Oftentimes, applicable laws defined in those standards are not 
known and searches must be done that result in tedious document reviews.  

Clearly, it would be convenient to have some sort of repository where the entire 
legislation is stored. However, searching the regulatory framework in relation to any 
given issue may involve some time to collect and analyze current regulations.   

In this context, there is a clear need to have a digest, i.e., a collection of all regula-
tions applicable to a specific field. This digest should also be digital in nature, since it 
would not have a significant physical fingerprint, but it should also be integrated to a 
system that provides a certain level of intelligence to search for ordinances or resolu-
tions on a specific topic. 

Thus, there are two essential processes in a software system that acts as an institu-
tional digest. First, regulations have to be digitized, considering that many of those 
might be available in printed format only, and which will therefore have to be con-
verted to a digital format. Naturally, any dispositions or regulations issued today by 
institutions are already produced in digital format. All this constitutes a digital reposi-
tory or database of regulations.  

Secondly, such repository should include a feature to perform “smart” searches that 

consider the entire text of the regulations, showing results sorted by relevance (word 
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similarity, proximity, and so forth). These functionalities are available in current pop-
ular web search engines. 

In this article, we introduce the development and use of a software system that is 
built as an institutional digest. The rest of this paper is organized as follows: in Sec-
tion 2, the problem at hand is introduced. Then, in Section 3, the tools selected to 
solve the problem are described. Sections 4 and 5 deal with the digest system Digesto 
and its use. After that, study cases and the results obtained are detailed. Finally, con-
clusions and future lines of work are discussed. 

2 Description of the problem 

The digitization process of a standard that is on paper support does not involve just 
obtaining a digital representation of its contents, but it also requires a mechanism that 
can interpret the textual information present in the digitized document. In general, this 
mechanism is not simple and requires applying image recognition algorithms capable 
of identifying language symbols.  

Once this information is obtained, a mechanism that not only allows storing the 
text content of the regulations, but also ensures a fast response time for arbitrary con-
tent searches, has to be selected. 

To achieve this, information search indexes must be generated based on the syntac-
tic and semantic characteristics of the language used in the standards. 

These mechanisms should be also integrated in a single system that can perform 
the necessary processes transparently to the user in charge of loading up the regula-
tions or performing searches on them. 

2.1 Digitization of Regulations 

The digitization of a regulation is done using a device that is capable of capturing the 
content printed on the paper and saving it as a digital image. To do this task, a scanner 
or a digital photographic camera can be used. 

Once a digital format image of the regulation is obtained, a recognition process has 
to be run to extract the text information that will be used as foundation for the search-
es. This process, called OCR (Optical Character Recognition) [1], emulates the ability 
of the human eye to recognize objects, identifying the symbols in an image that corre-
spond to those of a specific alphabet. 

Images enter the OCR process in a digital format (pixel matrix) and go through a 
number of stages that apply transformations on them to simplify the task of identify-
ing the symbols in different contexts of colors, locations, designs, etc. 

Process output information consists of the symbols extracted from the image in 
some character coding format (ASCII, UTF8, etc.). This output format is the most 
suitable to facilitate text processing and storage in any computer system. 

The quality of the result depends on the quality of the digitization process and the 
characteristics of the algorithms used to carry out the process. 
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2.2 Storing Information for Content Searches 

Storing the textual content of a regulation is a task that could be solved by simply 
storing the text as an attribute of a relational database table. However, solving this 
following such a simple method would involve leaving out search “smart” features, 

such as the ones that can be found in the most popular search engines. 
To store text that is ready to allow quick searches and yields relevant results, dif-

ferent indexing techniques are required, which are usually not developed in the rela-
tional database engines [2] that are currently used (MySQL, PostgreSQL, SQL Server, 
and so forth). 

3 Selecting the Right Tools 

To solve the problems described above, specific knowledge is required in the field of 
image recognition as well as in relation to storing and indexing large volumes of in-
formation. For this reason, we decided to select tools that can solve these issues and 
can also be configured and integrated into a system at a specific domain, such as the 
Digesto system. 

To perform the tasks related to text recognition on images, the TesseractOCR li-
brary [3] was used, which is an open source optical character recognition engine 
whose development began in 1995 and which has been optimized and improved by 
the Google organization since 2006 and up to the present time. 

In the case of the search engine, an existing technology called Apache Solr [4] was 
selected; this technology makes the development, configuration and utilization of the 
various information indexing techniques easier, while providing a dynamic querying 
mechanism and ease of integration with other systems. 

Solr is an open source search platform built on the Apache Lucene [5] project. 
Its main features are: 

 Advanced text search capabilities  (through Lucene) 
 Optimization for large traffic volumes 
 Based on standards (XML, JSON and HTTP) [6] 
 Scalability and fault-tolerance 
 Flexibilization and adaptability 
 Extensible architecture through plug-ins 

Solr uses the Lucene library to carry out indexation and text querying tasks. At the 
same time, it also presents an adaptable and extensible platform that can manage the 
different indexing or querying requirements, without affecting system stability. 

Indexed information storage is also managed by Solr through its own implementa-
tion of a non-SQL database [7], which allows easily and quickly adapting to any data 
structure. 

The use of standards such as XML, JSON and HTTP allows simple integration 
with other systems, since indexing the contents of a regulation or obtaining a set of 
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results based on a search criterion simply involves running an HTTP requirement 
against the Solr server. 

The plug-in extensible architecture allows integrating other components to extend 
tool capabilities. In this sense, one of the plug-ins available in the platform belongs to 
the same organization that develops Solr, and is called Apache Tika [8]. 

Tika is a plug-in that is independent from Solr and whose purpose is obtaining in-
formation from different popular file formats: 

 Images (gif, png, bmp, etc.) 
 Office packages (xls, doc, ppt, etc.) 
 Compression and packing (zip, tar, gz, etc.) 
 Structured text (xml, html, xaml, etc.) 
 Portable document format (.pdf) 
 Etc. 

With Tika, metadata and text can be extracted from a wide variety of different file 
formats. Tika runs a parsing process on the different file formats to obtain all possible 
information from them. 

In the case of image processing, Tika is integrated with TesseractOCR and it gives 
Solr all the information obtained from the optical character recognition process. 

4 Developing the Digesto System 

The Digesto system, the same as other information systems, has a relational database 
whose structure is related to basic system features: 

 Administration of users with different access levels 
 Regulation administration: 

─ Metadata 
o Different visibility levels 
o Characterization by type or issuer 
o Identification number 
o Relation to other regulations and type of relation 

─ Digitized contents of the paper print-out 

For the Digesto system, paper-based regulations are digitized using a scanner and 
stored in PDF format (Portable Document Format). Initially, the process consists in 
just obtaining a digital representation of the paper-based regulation, and does not 
involve any type of text recognition. 

In particular, the digitized content is not stored directly in the relational database, 
but in a folder within the file system, and a unique file name is assigned to each file. 
This helps avoid too large databases that could hinder backup tasks. 

As regards the Digesto system, the storage scheme consists of a relational database 
and a file system, as shown in Figure 1. 
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Fig. 1.  Initial storage scheme. 

 

4.1 Integration of the Digesto System with Solr 

The storage scheme used in the Digesto system does not consider the textual contents 
of the regulations, but rather stores the information in PDF format together with the 
attributes defined for each of them as a set of metadata. 

The content extraction work is managed by Solr and handled by Tika. Using Tika 
allows recognizing text information within each PDF file attached to each regulation, 
as well as any images present in the documents. These images can also be analyzed 
using Tika, so that they are also processed using optical character recognition (OCR) 
techniques to extract their textual content if possible. OCR tasks are processed by the 
TesseractOCR library. 

The process of generating search indexes and returning search results is handled 
and run by Solr. 

The communication between the Digesto system and Solr is done through HTTP 
requirements, with information being exchanged in XML or JSON format. Figure 2 
depicts the storage scheme integrated with Solr. 

Fig. 2.  Storage scheme integrated with Solr. 
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4.2 Synchronization Between the Digesto System and Solr 

Synchronizing the information included in a regulation between the Digesto system 
and Solr is important to guarantee that the search results returned by the system are up 
to date. 

When a new regulation is loaded to the Digesto system, it is stored in the relational 
database and sent to Solr to be indexed and stored in its own, search-oriented format. 

When a regulation is modified, its information has to be totally or partially re-
indexed. 

Finally, if a regulation is removed, the corresponding information has to be re-
moved from the index as well to prevent the outdated information to be included in 
future search results. 

Even though both databases must be synchronized for the proper operation of the 
system, the indexed information can be automatically re-built from the relational da-
tabase of the Digesto system. 

4.3 Adding a Regulation to the Digesto System 

With the storage infrastructure mounted and configured as shown in Figure 3, the 
process for adding a regulation to Digesto involves the following steps: 

1. Digitization of the paper-based regulation to PDF format using a scanner. (Manual 
process, external to the system). 

2. Loading regulation metadata: date, number, issuer, attached digitized file, etc. 
(Manual process, in the system). 

3. Storing regulation metadata in the relational database. (Automated process). 
4. Storing the digitized file in server's file system. (Automated process). 
5. Optical Character Recognition of the digitized file to obtain the textual content of 

the regulation. (Automated process in Solr through Tika and TesseractOCR). 
6. Indexing recognized content to allow text searches. (Automated process in Solr). 

Figure 4 shows a simplified diagram of the process for adding regulations. 

Fig. 3.  Detailed structure of components in the integrated infrastructure. 
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Fig. 4.  Process for adding regulations 

5 Using the Digesto System 

The integration of an ad hoc system to perform searches over a set of regulations 
opens up a number of possibilities that would be too expensive to develop.  

The relevant aspects offered by Solr's search engine in the Digesto system are as 
follows: 

Non-SQL storage - Flexibility. The storage method used by Solr is implemented 
through a non relational database (non-SQL). This type of databases allows indexing 
entirely heterogeneous documents as regards their structure. 

In the case of the Digesto system, each regulation has a number of attributes that 
are specific to the domain and have to be indexed in the search engine together with 
the textual information of the regulation.  

Some of these attributes should not be treated as text, since they represent dates or 
numeric values and must allow carrying out comparative searches using mathematical 
operators such as greater than, less than, not equal to, and so forth. Solr can handle 
this situation through the specification of a scheme that defines the type of data that 
each attribute will contain. 

The search engine easily adapts to the specific data structure of the regulations and 
is tolerant to changes that occur with time due to its non-SQL nature. 

Non-SQL storage - Scalability. The non-relational database model presents ad-
vantages when it comes to escalating in terms of performance through the use of 
computer clusters for distributed query processing [9]. Solr can work with clusters, so 
it can provide mechanisms to improve response speed with large volumes of infor-
mation. 

Query Language. Through Lucene, Solr provides a powerful query language that is 
easy to understand for the end user. It has many similarities with the searches that can 
be done with the most popular engines nowadays. 

Through Solr, Digesto allows searching for regulations that meet complex condi-
tions, while for the person using Digesto, finding regulations is as easy as finding a 
page on the Internet. 

Plug-In Expansible Architecture. Solr provides an expansible architecture that al-
lows modifying or adding new information indexing methods. 

The Digesto system uses this advantage to improve national identification number 
indexation so that searches can be done either using thousand separators or omitting 
them.  
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This is a specific requirement from one of the institutions that is currently using the 
system, and it was solved through the development of a specific plug-in. 

Deferred Indexing. Since the Digesto system and the search engine are separate, 
when users add regulations to the system, they do not have to wait until the 
OCR+indexation process ends; they can keep working while the necessary tasks to 
ready the regulation for inclusion on search results are run in the background. 

6 Study cases 

The development of the Digesto system was originally aimed at addressing the re-
quirements of the School of Computer Science of the National University of La Plata 
(UNLP). It went into production during the second half of 2015. 

The second application case for the system was at the School of Economic Scienc-
es of the UNLP, where specific changes were implemented as required by the institu-
tion and an automated import and indexation feature to add digitized regulations was 
implemented. The system went live in the first half of 2016. 

Both instances of the system, Digesto Info (School of Computer Science) and 
Digesto Econo (School of Economic Sciences), are currently running on stable ver-
sions and available for everyday use at both institutions. Figure 5 shows a screenshot 
of the main screen for searching regulations, which is common to all instances. 
 

Fig. 5.  Screenshot of the regulations search screen, Digesto Econo. 

7 Results obtained 

Both the School of Computer Science and the School of Computer Sciences are cur-
rently using the system. The Digesto Econo instance currently holds more than 7200 
loaded regulations that can be queried. 
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Response times for searches on regulation contents are comparable to those of any 
search process done at popular Internet portals such as Google, Yahoo! or Bing, and 
they meet the expectations of the users working with the system. 

Finding a specific regulation or a set of regulations in relation to specific content is 
as simple and familiar as searching for a website in a web browser. More advanced 
queries respond to the same syntax used by Google, and results are presented sorted 
by relevance. 

8 Conclusions 

A study was carried out aimed at finding a feasible alternative for the development of 
a system with requirements that are strongly related to image recognition and agile 
information search. 

The tools selected during this study were analyzed and the Digesto system was de-
veloped, which streamlines tasks related to loading and parsing historic and current 
regulations. 

The use of a specific tool such as Solr to carry out the searches provides an added 
value to the Digesto system that would have been very difficult to achieve if a new 
tool had been developed from scratch. 

Even though the configuration, synchronization and adaptation of Solr is not a triv-
ial process, and specific knowledge of the subject area on which it is going to be used 
is required, the time invested doing this is negligible compared to the benefits ob-
tained. 

The Digesto system that was developed, as well as each of its instances (Info and 
Econo) meet the requirements and expectations of the end users, since they have a 
familiar and user-friendly tool that not only makes regulation querying easy, it also 
simplifies regulation digitization. 

9 Future Lines of Work 

Since the generic nature of Solr can be applied to different subject areas, in the future 
we are considering analyzing, configuring and optimizing the tool to improve both 
metadata extraction and the relevance of the search results returned by Digesto.  

Additionally, the regulation digitization process will be improved through the de-
velopment of a mechanism that will make digital information to remain available after 
the digitization of paper-based regulations to allow the automated extraction and load 
of metadata with no user interaction. This would allow users to only carry out the 
digitization process during the initial load stage; indexation in the Digesto system 
would be automated. 
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Abstract. In reference to the approaches that have prevailed in education in 
general-and in artistic education in particular- this paper promotes the introduc-
tion of applicable methods in order to generate interest among young students 
and to train them through the Flipped Classroom. This is an active approach, 
focused on the student which derives from the premise of extending the time of 
an activity in order to favor critical thinking and autonomy in learning. In this 
regard, some of the linked learning theories are highlighted; the proposal is out-
lined; the didactic, curricular and technological decisions are detailed. Results 
of its implementation are reflected in a first year subject of the School of Arts 
of the Northeast National University in order to promote the teaching of a soft-
ware tool in an interactive multimedia narrative realization. Finally, conclusions 
are drawn and synthesized in the significant impact of learning for the realiza-
tion of the productions in question and underlying derivations. 

Keywords:  Flipped classroom, Ubiquitous learning, TPACK model Applica-
tion, Active learning Methodologies, Flipped classroom method Evaluation. 

1 Introduction 

Recent advances in technology and ideology have opened new directions for educa-
tional research in order to eliminate spatial-temporal barriers [1]. Encouraged by the 
increase of materials and distributed resources in the WWW, discussion and changes 
in the physical classroom are being generated. 

 
On the other hand, according to the approaches that have prevailed in education in 

general and in artistic education in particular, Aguirre & Giráldez [2] promote the 
introduction of applicable methods with the aim of generating interest among young 
students and train them through the flipped classroom. It consists of an active ap-
proach centered on the student and which derives from the premise of extending the 
time of an activity in order to favor critical thinking and autonomy in learning. 
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Flipped Classroom refers to a teaching approach in which traditional classroom 
and self-learning activities are reversed or "overturned". It is presented as a pedagogi-
cal approach which uses - in general - pre-recorded conferences or readings, and 
guided activities. Thus, class time is used for interactive discussion, problem solving, 
and other activities developed with the teacher presence [3], [4], [5]. 

 
The Flipped Classroom changes the role of the teacher from being the "wise char-

acter on the stage" to being a "guide" in the process. In [3], [6], [7] some advantages 
and disadvantages of the Flipped Classroom are mentioned. 

 
Some advantages are: 

─ an increase in the interaction between students and teachers; 
─ a change about the responsibility to learn upon students; 
─ the student’s ability to study at the right time, and as many times as necessary; 
─ a collection of teaching resources available at any time and place; 
─ collaborative work among students; 
─ an increase in student’s participation and a change from passive listening to active 

learning. 

And some possible disadvantages are: 

─ time and resources investment to develop the courses; 
─ the possible need for technological investment; 
─ the time for teachers and students to adapt themselves and to acquire the new skills 

in order to apply the Flipped Classroom foundations.  
─ required for this more active and self-directed approach to learning. 

For this reason, it is stated that the key to success is that students 
take responsibility for their learning and that they go prepared to class. This can be 
seen both as an advantage and as a disadvantage. 

As mentioned before, this work reflects an experience based on the advantages 
provided implementing the Flipped Classroom as a strategy of active learning and to 
recognize the different learning rhythms in a large group of students from first year of 
the subject Introduction to Applied Technologies to Art of the Bachelor's Degree in 
Combined Arts from FADYCC (School of Arts, Design and Cultural Science) which 
belongs to the Northeast National University1 (UNNE) (Chaco). 
The proposal is part of the development of a practical work, in which the main pur-
pose is the development of a multimedia narrative through the integration of multiple 
resources (graphics, images in movement, sound, buttons, among others) which were 
deployed in partial phases such as: analysis and interpretation, and application.  

The tasks were monitored through tutoring in the Virtual classroom and the experi-
ence was recorded through a questionnaire that reflected the participants' perception. 
Based on this, the incorporation of some improvements in the approach is projected. 

                                                           
1 http://www.unne.edu.ar/ 
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1.1 Theoretical basis and linked terminology to the Flipped Classroom  

In their study Bishop & Verleger [1] explain how the Flipped or Inverted Class-
room methodology represents a combination of theories of learning: based on a con-
structivist ideology and instruction activities derived from methods under the behav-
ioral principles. It is possible to adhere to these principles returning to Vygotsky's 
theory of the Proximal Development Zone (ZPD) [8], which explains how the stu-
dents’ learning depends on their previous knowledge in the area and how they are 
articulated, explaining that they require the help of the educator to reach their full 
potential, as well as highlighting the importance of the interaction with their peers, a 
scaffolding and an appropriate feedback. 

Meanwhile, their spreaders and promoters Sams and Bergmann [4] point out that it 
is simply to turn the traditional method in which the educational content is presented 
in the classroom and the practice activities are carried out at home as it is shown in 
Fig. 1. In this case students receive the “master class” at home and they do the previ-
ously thought and planned homework in the classroom.  

 
Fig. 2. General mechanism flipped classroom 

In 2014, The Flipped Learning Network (FLN) [9] provided a universal definition 
aswell as four widespread pillars of which are synthesized and translated in Fig. 2. 
These are intended to provide guidance for their implementation. 

 
Fig. 3. The Four Pillars of F-L-I-P [9]. 

Even with the numerous existing experiences, one of the main criticisms to this 
model is that inverting a classroom may not necessarily lead to Inverted Learning [9]. 
This is related to the adequate preparation and the use of technological tools in activi-
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ties “outside the classroom” [10], i.e., it is required to use the class time appropriately 

and with the intention that the model promotes. [4], [11].  

1.2 Evaluation of the methodology  

Following Acuña [6], Fernandez & others [7] the dimensions that can be considered 
to be the most accepted when assessing the effects of inverting the classroom, are: 

─ experiential (of the learning process),  
─ regarding the use of video (as a mechanism of instruction). 

It is also possible to predict that the combination of new teaching technologies with 
interactive classroom activities may result in better learning, but it may be unsatisfac-
tory for the students [12]. In this sense Persky [13], shares some of his findings which 
are linked to the resistance to change that students have, and according to his experi-
ence, although the students learn more, they do not like the course and he says that the 
more he used inverted learning in his classes, the more his assessment as teacher low-
ered. Considering that the discontent and unfavorable reaction of the students could 
be due to the inherent inheritance of the traditional teaching model in which the 
teacher is responsible for "teaching" and "transmitting" the knowledge, thus the ex-
pectation of the traditional student is to deposit in the teacher the responsibility of 
acquiring new learnings and knowledge [14]. 

1.3 To summarize, what is Flipped Classroom? 

The existing literature agrees that one creates an environment of inverted learning, 
when teachers develop or select lessons available, whenever and wherever it is con-
venient for the student, at home, in class, during the study room, on the bus to a game 
or even from a hospital bed [5]; aspects that according to Burbules [15] define ubiqui-
ty in teaching. Teachers can deliver this instruction recording and narrating presenta-
tions, creating videos of themselves teaching or selecting tutorials of reliable Internet 
sites. Students can see the videos or screenshots as many times as they need it, allow-
ing them to improve their productivity in the classroom. 

As described in this paper, the class goes from being of passive reception to one of 
more active participation. The teacher, by freeing himself from the class time he uses 
for the instruction of the students, can focus on attending to the specific needs of 
learning and on responding to the diversity and the different paces of learning. 

1.4 Motivation in the selection of the method 

A hypothesis that gives rise to a paradigm shift in the classroom is the time it takes for 
first-year students to become familiar with some computer technologies, in which 
particular skills and sensitivities are put into play. An experience closely linked to 
such inference is presented at Algonquin College [16] in a video production class, in 
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which Inverted Classroom was used to teach the operation of editing software, a cum-
bersome procedure to explain in a conventional class. 

The afore-mentioned among other factors, promotes the introduction of variations 
in the approach to a didactic proposal in the subject Introduction to Applied Technol-
ogies to Art, in 2016 in order to achieve a more meaningful learning taking advantage 
of "inverting" the classroom. As Fig. 3 illustrates the roles and responsibilities of the 
participants become more proactive. 

 
Fig. 3. Migration to the Fllipped Classrom in the experience 

The metaphor illustrates on the left the components incorporated for the traditional 
strategy and on the right the resources deployed to provide the necessary scaffolding 
to the tasks. 

1.5 Think before innovating: use of the TPACK model in the didactic 
redesign 

In a continuous process of decision making around the different elements of the 
curriculum, an alternative is to resort to the TPACK (Technological Pedagogical Con-
tent Knowledge) model [17]. The model allows emphasizing the creative-constructive 
dimension of the preparation and development of teaching processes, the role of the 
teacher as a facilitator of environments, the explicitness and discussion around these 
elements to integrate TIC in an effective way [18], [19]. As illustrated in Fig. 4, the 
orientations give rise to a series of decisions for such purposes. 
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Fig. 4. Implications in the use of ICT according to TPACK [17] 

The TPACK framework, and following Harris & Hofer [20], contributed to the 
present work orientations for the redesign of tasks according to the activities with TIC 
or Learning Activity Types. Those related to the Visual Arts1 from them: Build up 
Knowledge / Conceptualize and Apply, in the curricular context [21]. 

2 Method 

In the didactic and pedagogical development for the integration of technology in 
teaching, the guidelines proposed by TPACK were followed. So, curricular and peda-
gogical decisions as well as the selection of technological resources were made. Sub-
sequently, the results were analyzed, and the pedagogical proposal was validated in 
order to obtain retrospective views from the students. 

3 Results 

The subject belongs to the first year. In the curriculum, the selected theme was de-
signed to develop exercises in the IT (information technology) classroom, using a 
software tool to perform an applied work. 

The disparity of previous knowledge or the preparation of the students to learn in 
the same way was identified as the main weakness of the traditional methodology. 
The time it takes students to become familiar with some technologies is heterogene-
ous, mainly in the first University years. In addition, other factors were identified: 

─ students who are not familiar with technology in academic environments, 
─ high rate of non-attendance, 
─ lack of time and space for the development of customized computer classes. 

Furthermore, it was admitted that students were overwhelmed with the infinity of 
material available on the Internet. For that reason, they formed social networks in 
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which they shared videos and resources to give specific answers to each group of 
work outside the class. The described situation influenced the teacher’s activities due 
to the impossibility of knowing all the materials available and of giving an adequate 
response to the enquiries. 

The above-mentioned factors contributed to the decision of rethinking the mecha-
nisms used, so during 2016, the curricular objectives were revised, and the didactic 
strategy was redesigned, through guidelines that are described below. 

Curricular decisions: Definition of objectives, competences and content to be ad-
dressed 

The curricular decisions consisted in the definition of an integrating practical work, 
which allowed to reach a dual objective of the stages: 

─ Analysis and interpretation: Identify vocabulary, concepts, meanings and meta-
phors present in a narrative by the author Jorge Luis Borges "The Garden of Fork-
ing Paths". 

─ Application: To develop artistic representations, individually or collaboratively, 
using different media to develop an interactive multimedia narrative (texts, still and 
moving images, buttons, sound, graphics, etc.) 

These objectives were defined through activities that challenge students to transfer 
their knowledge using a variety of resources and techniques. They also develop the 
competencies required in the subject that contribute to the professional profile out-
lined in the career. 

3.1 Pedagogical Decisions: Planning of activities 

The Flipped Classroom’s planning consisted of a series of face-to-face classes in 
which specific guidelines were established through a roadmap. This was subsequently 
arranged in the virtual classroom to carry out the programmed activities: 

 Activities in classes. 

It began with a brief exposition of the study dynamics, objectives, implicit tasks, in-
cluding dates of deliveries according to the partial stages of: 

─ Navigation map of the narrative to be treated. 
─ Interactive narrative in the recommended software. 

Next, the text to be addressed was analyzed in a preliminary way, in order to antici-
pate the work outside the classroom; the remaining classes were destined to carry out 
group productions. 

 Post-class activity. 

These activities consisted of a set of tasks, each one consisting of at least three tutori-
als. 
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They were defined with the purpose of recognizing the work environment, carrying 
out individual practices, developing skills in handling the tool and advancing in the 
achievement of the particular objectives. 

The evaluation of the work was oriented to achieve partial deliveries, in accord-
ance with the proposed objectives and the stipulated times. 

3.2 Technological Decisions: selection of tools and resources 

Technological decisions focused on the preparation of a roadmap, the use of virtual 
space, the selection of tutorials and the implementation of the tool. 

The objectives and tasks were projected in detail in the roadmap. 
The use of the draw.io on-line tool was recommended in order to prepare the navi-

gation map, which allows it to be edited collaboratively. 
The virtual classroom was used as support for the planned activities, and materials, 

links and resources were available. To achieve the students’ follow-up, the configura-
tion of Groups (of students), Grouping (by tutors) and Tasks or Delivery Spaces was 
mainly used as shown in Fig. 5. The possibility of making partial presentations was 
also established and in this way the student could get to know the teacher’s assess-
ment quickly. 

 
Fig. 5. Materials, task configurations and groups in the virtual classroom 

Basically, the students had to exercise three tutorials available on the Web, consist-
ing of a series of intermediate instructions. The material advantage prevails among 
others: 

─ It is an interactive website designed as a material with illustrations and the possi-
bility of reproducing small fragments of the instructions, as shown in Fig. 6. 

─ Instructions can be obtained and printed in text format (.pdf). 
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─ The first three tutorials provide scaffolding for the accomplishment of the tasks, 
with the possibility of extending with other tutorials and resources of the same 
Web site. 

─ The published texts and images of the designed material are created using a li-
cense2 
which allows them to be copied, distributed and publicly transmitted, making sure 
the author and the source were cited. 

For the implementation of the tutorial in the selected tool, the same one as in pre-
vious courses was used (Adobe Flash CS 5). In the elaboration of the perception sur-
vey applied at the end of the study, a Google Form was set up, in order to collect the 
opinions, and then process them. 

 
Fig. 6.  Interactive Web material selected for use in Flipped Classroom3 

The already mentioned advantages -among others- offered the teachers the possi-
bility of unifying the materials destined to the students, in order to facilitate the access 
online or the downloads. 

3.3 Evaluation of Flipped Classroom proposal 

As regards the learning process evaluation, two dimensions were proposed: progress 
and students’ achievements. 

In the progress evaluation, the students presented difficulties of a higher level of 
complexity that exceeded the content of the material. For example, difficulties associ-
ated with: the use of certain sound format, the incorporation of codes or "script" ap-
plied to the interaction of buttons and scenes, or others problems of a "technical" na-
ture. 

In partial stages, a diversity of production with satisfactory results was observed. 
This was linked to the abilities and interests of the students and the nature of the 

curriculum. Some highlights are: the recording and editing of sounds with tools dif-

                                                           
2 http://creativecommons.org/licenses/by/3.0/es/legalcode.es 
3 http://mosaic.uoc.edu/FlashCS5/cast/index.html. 
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ferent from the ones proposed, the introduction of a script to generate random scenes, 
the application of playful approaches to narrative, and others. 

In relation to deadlines, the virtual classroom of the subject and the spaces allocat-
ed for such purposes, contributed to the delivery in an organized manner and on the 
stipulated dates. 

3.4 Validation of the proposal. A case study in 2016 

In order to validate the proposal, in 2016 an online form was prepared and imple-
mented. The survey was applied in order to recognize the perspectives and expecta-
tions of 60 participants -chosen randomly- in relation to the methodology and tutorials 
used. It consisted of five (5) questions.  

A scale of 1 to 4 was defined, in which one (1) represented "in disagreement", two 
(2) "neutral", three (3) "in agreement" and in the other extreme, four (4) "very much 
agreed". The results are the following: 

The students were inquired about "I liked the possibility of doing a tutorial / watch-
ing a video instead of attending a traditional class (exposition) of the program's tools". 
As shown in Fig. 7, 75% responded between the 2 and 4 scales; while 25% responded 
option 1 or in "disagreement". 

 
Fig. 7. Perception of the student as regards the use of video and the methodology used. 

In reference to the statement "I prefer to have the traditional class (exposition) of 
the teacher instead of doing active and group work in classes such as those carried 
out", the 32.2% were "in disagreement", while the rest was concentrated in the re-
maining scales as shown in Fig. 8. 

 
Fig. 8. The preference of traditional teaching method 
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Regarding the question "the use of videos allowed me to learn the study material 
more effectively than doing the readings alone"; more than 80% responded to options 
3 and 4, as illustrated in Fig. 9. So, the students consider the material greatly facilitat-
ed their productions. 

 
Fig. 9. Evaluation about the use of video. 

About the question "Did I learn more when I used videos, short readings and active 
learning activities in class compared to the traditional method (teacher's exposition)?" 
Only 10.2% disagreed (Fig. 10). 

 
Fig. 10. Level of learning obtained with the tutorials from the student's perspective 

Enquiring about the teaching accompaniment (Fig. 11), and asking specifically 
about "I felt disconnected without a teacher present during videos or virtual activi-
ties", 40% answered affirmatively. So, the tutorial system must be revised and opti-
mized. 

 
Fig. 11. Evaluation of tutoring. 
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It was also requested to indicate (in the form) the tutor of the tasks, in order to ob-
tain a tutoring retrospective and introduce improvements in the mechanisms designed 
to future courses. 

4 Conclusions and future work 

The exposed results demonstrate that it is possible to infer that the advantages of the 
flipped classroom as an active learning strategy have been exploited. 

This paper explained the redefinition of the activities in the subject Introduction to 
Applied Technologies to Art in the first year of the Bachelor’s Degree in combined 

Arts, applying the Flipped Classroom as a methodology strategy and following the 
Model TPACK. Thus, this paper focused on achieving the learning objectives ex-
pressed in two instances: outside the classroom to access information and didactic 
content and, in the classroom, to carry out productions. 

The described experience was originated in 2012 as a conventional attending class 
activity, and in 2016 part of the proposal migrated and it was supported in the sub-
ject’s virtual classroom for tutoring and access to materials. 

In addition, the learning process was monitored and once it finished provided feed-
back data. The results showed that a significant proportion of students prefer the tradi-
tional methodology, although they recognize that they learn more, the flipped class-
room promotes autonomous work and contributes to adequate management of time. 

On the other hand, from the point of view of the teacher, some advantages are: the 
ease to develop personalized group learning, the productive use of the time in the 
classroom, the promotion of ubiquitous learning, the possibility of improving contin-
uous learning and establishing a link between formal and non-formal education 
through Web available resources. In short, it plays a vital role in the creation of stu-
dents, in the consequence of a deeper learning and in the appropriation of content, 
which is why the Inverted Classroom model is of interest in the teaching of technolo-
gy. 

The results allow to assume that the dissemination of practices focused on active 
learning in the university classrooms implemented since the early years is essential to 
achieve educational innovations.  Identifying those strategies that work leads to en-
courage the different education protagonists in their search for new ways to improve 
teaching in the various scenarios which the knowledge society presents, and in re-
sponse to the diversity of study rhythms. 

In particular, the design of the Flipped Classroom proposal and its validation have 
made it possible to corroborate the initial interpellation that originated this work: the 
inversion of the class contributes to the investment in the class. This is supported by 
the fact that teachers: 

─ Generated new formats in order to promote the student´s interaction, defining the 
content, the task of monitoring and evaluating accordingly. 

─ Facilitated experiences of autonomous access to content, critical and constructive 
work in attending class time. 

─ Contributed to research practices development, which are different from the tradi-
tional 
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─ Followed up personal and group advances of the students in relation to the fidelity 
of authorship in the productions. 

On the other hand, the investment in the class is illustrated by equipping students 
with some of the competencies required for 21st century society such as to work with 
accessible content in different formats, in virtual spaces and the cooperative work 
among others. 

In 2017 a similar implementation in the systematization process was carried out, 
thus the analysis of both situations will provide data in order to improve the proposed 
design.  

In addition, validating students’ learning through intermediate questionnaires or 

online activities will be investigated in order to achieve a more effective follow-up. 
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Abstract. The problem of classification is a widely studied one in su-
pervised learning. Nonetheless, there are scenarios that received little
attention despite its applicability. One of such scenarios is early text
classification, where one needs to know the category of a document as
soon as possible. The importance of this variant of the classification prob-
lem is evident in tasks like sexual predator detection, where one wants to
identify an offender as early as possible. This paper presents a framework
for early text classification which highlights the two main pieces involved
in this problem: classification with partial information and deciding the
moment of classification. In this context, a novel approach that learns
the second component (when to classify) and an adaptation of a tempo-
ral measurement for multi-class problems are introduced. Results with
a classical text classification corpus in comparison against a model that
reads the entire documents confirm the feasibility of our approach.

Keywords: Early text classification; classification with partial informa-
tion; decision of the moment of classification

1 Introduction

Recent years have shown a tremendous growth in the machine learning field,
solving very complex tasks with new algorithms, methods or architectures [5].
There are, however, settings of the classification problem that have received little
attention despite its wide applicability. One of such scenarios is that of early text
classification (ETC), which deals with the development of predictive models
that can determine the class a document belongs to as soon as possible. Here a
document is assumed to be processed sequentially, starting at the beginning and
reading its containing parts one by one. In this context, it is desired to make
predictions with as little information (as soon) as possible.

To date, only a few papers have approached this kind of scenarios [3, 4, 6]. De-
spite its low popularity, this topic has a major potential in practical applications.
For instance, consider the problem of detecting sexual predators in chat conver-
sations. Here, the goal is to sequentially read a conversation and to determine as
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fast as possible whenever a sexual predator is involved; clearly, a detection using
the whole conversation can only be used for forensics rather than for prevention.
Other potential applications include the analysis of conversations that requires
of a fast response (e.g., cyber-bullying prevention, detection of early traces of
depression, suicidal speech identification) and classification processes where late
classification implies some type of cost (e.g., a real-time system where one might
need to classify a document without processing it completely to give the user a
fast response, otherwise the user might leave the site).

It is important to note that the early text classification problem consists of
two related and complementary tasks. On the one hand, the task of classification
with partial information (CPI), which consists of obtaining an efficient predictive
model when only partial information is available that has been read sequentially
up to a certain point in time. The emphasis in this case is to determine which
classification methods are more likely to achieve performance comparable to that
obtained when classified using the entire document. On the other hand, we have
the task of decision of the moment of classification (DMC), that is, in which
point in time one can stop reading and classify with some degree of confidence
that the prediction is going to be correct. Both tasks need to be consistently
integrated into any system for the ETC problem. However, as we will see in
the related work section, little efforts have been dedicated to comprehensive
approaches that simultaneously address them.

This paper addresses that previous research gap by presenting a simple frame-
work for ETC which explicitly models the CPI and DMC components. In our
proposal, the CPI component is learned with standard machine learning algo-
rithms as in other works in ETC. The novelty of our approach consists in also
learning the DMC component given an initial dataset. Evaluations of the ETC
systems were carried out with standard classification measures and also with
others that take into account the time dimension. In this context, another con-
tribution of our work is the adaptation of a previous temporal evaluation metric
for multi-class classification. Experimental results of our approach in a classical
text classification corpus show the feasibility of the proposal for the ETC task.

The remainder of this paper is organized as follows. Next section reviews re-
lated work on early text classification. Then, Section 3 describes the framework
and shows some evaluation metrics that consider the time of classification. Sec-
tion 4 reports experimental results that indicate the effectiveness of the proposal.
Section 5 presents conclusions and discusses future work directions.

2 Related Work

As far as we know, the whole ETC problem was initially approached in [3];
although the focus was not on making predictions earlier but on improving the
classification performance with a sequential reading approach. There, a Markov
decision process (MDP) is proposed with two possible actions: read (the next
sentence), or classify. A classifier is trained to learn good/bad state-action pairs
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on a high-dimensional space. A potential drawback of this approach would be
the well-known scalability problems of MDPs.

In [4] an adaptation of Näıve Bayes is proposed to tackle the problem of
classification with partial information. Although a similar performance to models
that read the entire document is achieved, the DMC problem is not addressed.
Our work starts from this limitation and tries to solve this issue.

Recently, in [6] the CPI and DMC aspects are both addressed by learning
the CPI component and using a simple heuristic rule for DMC that consists in
classifying a text as positive when exceeding a specific confidence threshold in the
prediction of the classifier. The problem with that DMC approach is that is very
dependent on the problem and put all the burden of selecting the appropriate
thresholds on the ETC system’s implementer.

Nevertheless, if we consider the problem of early classification in general (not
restricting it to text), we can find different groups that have tackled the problem.
For example, in [2] the problem of early classification of time series is formalized
as a sequential decision problem involving two costs: quality and delay of the
prediction. The method also provides the estimated time for classification, that
is, how much of the remaining time series is needed to classify.

3 Early Text Classification Framework

Early text classification focus on the development of predictive models that
determine the category of a document as soon as possible. It is assumed that the
documents are read sequentially, starting at the beginning of the document and
reading words in the order they appear. The objective is to predict the class of a
document with as little information (as soon) as possible. In an abstract way, it
is like the classic text categorization problem, that is, for a given document it is
classified under the class that best fit what had been seen in the training phase.
However, differences appear when we want to measure performance. While for
classic text categorization problems we use measures like accuracy, precision,
recall and the F1 measure, for early text classification those are not enough. We
need measurements that consider the time of (delay in) the prediction.

This need for temporal evaluation remarks two problems that are related and
complementary to each other: classification with partial information and decision
of the moment of classification. Our framework defines the way the initial corpus
should be divided to train and test this task. The initial corpus is divided into
a training and test sets, the first one to train the early text classifier and the
second one to test it. We will denote the training set as Tr and the test set as
Te. What follows describes the construction of the corpus and classifiers for the
different parts of the problem.

3.1 Classification with Partial Information

The task of classification with partial information consists in obtaining an effec-
tive predictive model that predicts the class of a document when only partial
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information sequentially read up to a certain point of time is available. To achieve
this, it is necessary to evaluate the performance of the model on partial docu-
ments. It should be noted, however, that when it comes to training the model,
the entire document is used.

Given the training set Tr, we partition it in a training set for CPI, denoted
TrP, and a test set for CPI, denoted TeP. Since we want to evaluate the perfor-
mance on partial documents, we must modify the test set for CPI. To achieve
this, it is necessary to define a window value w ∈ N, which indicates the number
of terms that are read in each time step. In this way, if dj = (t1, · · · , tr) is the j-th
document in TeP with r the number of terms in the document dj and t1, · · · , tr
the terms in the order they appear in it, then the documents dj,1 = (t1, · · · , tw),
dj,2 = (t1, · · · , t2w), · · · and dj, r

w
= (t1, · · · , t r

ww) are part of the pumped test
set TeP′. This process is repeated for all the document in TeP. For example,
given the document “Do not look a gift horse in the mouth” from the test set
TeP and w = 3, then “Do not look”, “Do not look a gift horse” and “Do not
look a gift horse in the mouth” will belong to TeP′.

Once the training and tests sets were constructed, a model was obtained with
machine learning techniques. Nonetheless, the evaluation method was adapted
to consider the performance of the model as the reading of the partial documents
proceed. For this purpose, subsets of TeP′ with the same number of documents
as the initial TeP test set were generated. Subset TeP′t is defined as all partial
documents of TeP where the length (in number of terms) is less than or equal to
w · t. Also, if there exists dj,l and dj,l+w partial documents of dj with l multiple
of w and l < l+w ≤ w · t, only the largest partial document will belong to TePt,
in this case dj,l+w. Thus, the model performance is calculated for the different
TePt subsets by evaluating it as the terms of the windows are read.

3.2 Context Information

Trying to decide when to stop reading a document only using the class the CPI
model returns is difficult. For this reason, we augment the data the DMC model
gets with context information, that is, data from the body of the document that
could be helpful for deciding the moment of classification. We propose to obtain
these from three different sources:

– Current document : characteristics relative to the content of the current doc-
ument. For example, number of: terms, different terms, most relevant terms
for each class, stop words, etcetera.

– Output from CPI : features produced by the CPI model. This can be the
class predicted, current window number and additional information from
the model (this depends on the type of model picked for CPI). Regarding
the latter, in the case of probabilistic classifiers we can have the probability
assigned to each class.

– Historic data: related to the context information obtained in previous win-
dows. That is, we apply an aggregation function δ (average, max, min, count,
or other function) to some context information from previous window. An
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example of historic information is the average probability given to all classes
by the CPI model.

The features that in the end are provided to the DMC model depend on the
problem under consideration and which are estimated to be more informative
to this decision problem. The context information is calculated only for the test
set TeP′ since the training and test sets for DMC are constructed from it.

3.3 Decision of the Moment of Classification

The task of decision of the moment of classification is to determine the point
at which the reading of the document can be stopped with some certainty that
the prediction of the classification made is correct. Given a feature vector, this
model predicts if we should stop or keep reading. It is expected that when the
model for DMC decides to stop reading, the class predicted by the model for
CPI is the right one.

The initial corpus for DMC is constructed based in the context information,
that is, the training and test sets are formed by the feature vectors generated
based in the partial documents of TeP′. The problem here is that we do not have
the labels indicating when to stop reading. They must be manually obtained or
an automatic process should be devised to do it. Here we propose an automatic
way to label the feature vector: if the category chosen by CPI is the correct one
then the reading can be stopped; if, however, this is not correct we should keep
reading. Finally, the corpus is divided into a training set TrM and a test set
TeM. The construction and evaluation of the DMC model does not present any
particularity, reason why any machine learning technique could be applied.

3.4 Architecture

Once the CPI and DMC models and the context information procedure have
been defined, we can formalize the final architecture for our ETC framework.
Figure 1 shows the role every model fulfills: CPI is responsible for predicting the
category of the partial document, the context information procedure builds the
feature vector and, finally, DMC is the one in charge of making the decision of
the moment in which the reading of the document must be stopped.

A document classified with this architecture is processed in seven steps:

1. Read w contiguous terms;
2. Build the vector representation of the partial document for CPI;
3. Classify the partial document with CPI;
4. Build the feature vector for DMC;
5. Classify using DMC;
6. If DMC suggests keeping reading terms, return to point 1;
7. If DMC suggests stopping reading then return the category chosen by CPI

for the partial document.
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Fig. 1. Early text classification architecture.

3.5 Evaluation Metric

Since the ETC problem has not been addressed for many of the possible con-
figurations, many aspects of it have not been yet defined. Among these is the
evaluation of the model, since there is no measure to evaluate the temporary
performance of it in a multi-class context. There exists, nonetheless, an eval-
uation metric for binary early classification [6] that considers the accuracy of
the prediction and the delay taken by the system to make the decision. Here
the delay is measured by counting the number of terms seen before giving the
answer. Given a decision d made by the model at time k, the early risk detection
error (ERDE) is defined as:

ERDEo(d, k) =


cfp if the decision d is incorrectly positive

cfn if the decision d is incorrectly negative

lco(k) · ctp if the decision d is correctly positive

0 if the decision d is correctly negative

(1)

The values given to cfp and cfn depends on the application domain and the
implications of false positives and false negatives decisions. The factor lco(k) ∈
[0, 1] encodes a cost associated to the delay in detecting true positives. In domains
where late detection has severe consequences we should set ctp to cfn, that is,
late detection is equivalent to not detecting the case at all. The function lco(k)
should be a monotonically increasing function of k. Losada and Crestani suggest:

lco(k) = 1− 1

1 + ek−o
(2)

This function is parametrized by o, which controls the point where the cost grows
more quickly. The overall error will be the mean of the ERDE values for all the
documents.

Based on this metric, we propose a generalization for ETC when there are
more than two classes. ERDE is redefined for each class i as:

ERDEo(d, i, k) =


cifp if the decision di is incorrectly positive

cifn if the decision di is incorrectly negative

lco(k) · citp if the decision di is correctly positive

0 if the decision di is correctly negative

(3)
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where d represents the decision made for all the categories, i the category on
which the error is being calculated, di the decision on category i and k the
time when the decision is made. Constants cifp, cifn and citp indicate the cost
associated with the decision on the category being false positive, false negative
or true positive, respectively. The values given to these constants depend on the
particular addressed problem. Function lco(k) is defined as before.

A limitation of Equation (2) is that it does not consider the length of the
document. It does not make sense to have one fixed point of penalization when
documents have very dissimilar lengths. For instance, if the corpus contains
papers and books, a fixed penalization point will harm one of them depending
if the document is short or long. We proposed an alternative function to tackle
this problem:

lco(k) =
k

o
(4)

where o represents the length of the document measured in number of terms and
k represents the number of terms read at the time of stopping the reading.

Then the early detection error (EDE) for a document is given by the sum of
the ERDE for all categories. That is:

EDEo(d, k) =

|C|∑
i=1

ERDEo(d, i, k) (5)

Since only one category can be chosen by the model (single label problem) and
the cost associated with true negatives is zero then the early detection error is
reduced to:

EDEo(d, k) =


lco(k) · citp if the decision di is correctly positive

cjfn + cifp if the decision dj is incorrectly negative

and if the decision di is incorrectly positive

(6)

where the category i is chosen by the CPI and, in the case of misclassification,
j is the correct category.

Overall early detection error is obtained by averaging on all documents.

4 Experiments and Results

To test the feasibility of our approach, we used in the experiments the well-known
dataset R8 [1]. Based on the Reuters-21578 collection, R8 contains documents
belonging to the eight classes with the highest number of training documents
in that collection. These documents belong to only one class, thus allowing the
corpus to be used for single-label text categorization. More detailed information
of R8 is shown in Table 1.

For the experiments, the corpus was processed as follows: a bag-of-words
representation of the documents was obtained using the TMG toolbox with a
term-frequency weighting scheme [7]. Then, we split the corpus in training and
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Table 1. Composition of the corpus R8.

Class # train doc # test doc total # doc

acq 1596 696 2292
crude 253 121 374
earn 2840 1083 3923
grain 41 10 51
interest 190 81 271
money-fx 206 87 293
ship 108 36 144
trade 251 75 326

Total 5485 2189 7674

test set for the early text classification model in general and CPI. A window size
w = 3 was chosen, that is, three terms were read between each run of the early
text classification framework.

Based on results obtained in [4] we trained a Näıve Bayes classifier for the
CPI model. The performance for the partial documents can be seen in Fig. 2.
Clearly, we can accurately classify documents without reading all terms.

Fig. 2. Evaluation of the sets TePt.

Next, we needed to find out what features we could extract to decide when
to classify a document. In the present work, the selected features were:
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– Number of terms of the partial document.
– Number of distinct terms of the partial document.
– Number of relevant terms for each class. Here, we used the most frequent

terms in each class.
– Class score given by the CPI model.
– Current window number.
– Historic data from previous windows. For each class we calculated the mean

class score given by the CPI model in previous windows.

Finally, we used these features from the documents to build the training and
test sets for the DMC model. We tested models trained with three different
approaches provided by MatLab: Näıve Bayes, k-ridge, and an ensemble method
(GentleBoost) which used neural networks as week classifiers. The performance of
each classifier is shown in Table 2. From these results, we chose the GentleBoost
classifier for the DMC model.

Table 2. Final estimation results for the precision, recall and F1 measure.

Predictive DMC
Model

Precision
Estimation

Recall
Estimation

F1 Measure

Kridge 54.46% 57.52% 55.94
Näıve Bayes 56.19% 56.79% 56.48
Gentleboost 60.12% 78.87% 68.23

Once the CPI and DMC models were trained, our framework was tested and
results are shown in Table 3. There, EDE1

10 is the early detection error using
the definition of lco(k) that does not consider the length of the document with
o = 10, and EDE2 is the one that considers the length of the document. It can
be noted that, for the F1 measure (measure not considering time), a standard
(full reading) model obtains a better result than the temporal one, although the
result of our approach is still acceptable. However, when evaluating the temporal
aspects, the advantages of the proposal presented in this work are evident: with
respect to EDE1

10, a reduction of 0.73 to 0.57 is achieved while for the EDE2

error the reduction is of 1.05 to 0.73. It can also be observed that there is an
average saving of 41.21 terms from the temporal versus the standard approach.
Considering the average size of the documents in the R8 collection is 150 terms,
this is a significant number of terms that are saved (28% of terms in average).

Table 3. Final results of the linear against the temporal model.

Type of
Model

F1 Measure
Average

Unread Terms
EDE1

10 EDE2

Standard 85.97 0 0.73 1.05
Temporal (ETC architecture) 78.99 41.21 0.57 0.73
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5 Conclusions

Early text classification has not been yet studied in depth, but numerous new
applications in on-line detection and real-time systems give a new impetus to
research works in this area. This trend has been evident in 2017 where the first
conference directly related to ETC was organized and a new one is planned for
2018 (http://early.irlab.org/).

In this paper, we have formalized a simple framework that makes explicit two
critical parts in ETC systems: (i) the classification with partial information, and
(ii) the decision of the moment of classification. In this context, a novel approach
that learns the second component is proposed and a new measure for evaluating
multi-class ETC problems is defined.

While promising results were obtained with the R8 corpus reducing consid-
erably the number of terms needed for classification, several directions for future
improvements are easily identified. First of all, we can boost up the basic imple-
mentation used in the present work by augmenting the contextual information
of the DMC model with other more informative features (for instance, using
the words with the highest information gain as relevant words). Furthermore,
different document representations and predictive models should be tested for
CPI and DMC. Finally, we should test this framework in a more recent and
competitive early classification corpus like the one presented by Losada and
Crestiani [6] and also on other data sets where ETC approaches can be critical
like the detection of sexual predators in chats or detection of suicidal discourse.
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Abstract. Reactive and concurrent embedded systems execute restricted algo-
rithms depending on the requirements. It is possible to implement one of these 
hardware-software systems by using a Petri Net Processor. If logic and policy 
are decoupled from the system actions, then we can improve maintainability 
and system validation. To achieve this, the Petri Processor is integrated with 
other traditional processors, forming a heterogeneous multi-core processor, 
which allows to verify the system using Petri Net mathematical formalisms. In 
this article, a Modular Petri Processor Architecture is exposed, as well as the 
inclusion of programmable queues that enhance maintainability, module re-
usage and semantic extension. 

Keywords: Petri Processor, Petri Net, FPGA, IP Core, Heterogeneous multi-
core processor  

1 Introduction 

Heterogeneous multi-core processors include specific capabilities that are not availa-
ble in homogeneous multi-core processors. Reactive and concurrent embedded sys-
tems need to comply with specific non-functional requirements[1]. These systems 
interact with their environment, from which they receive input events and to where 
they generate output reactions. The environment is the one imposing the rate at which 
the system needs to generate the reactions. During this interaction, the system should 
react as quickly as possible to satisfy the timing restrictions. This response time de-
pends not only on the algorithm used, but also on the platform capabilities, which 
make them essential for estimating the overall response time of the final system [2]. 

The system proposed in this article is a heterogeneous system, with a Petri Proces-
sor (PP) and a General-Purpose Processor (GPP). The PP receives events, process 
them to calculate the next system state, while the GPP calculates and executes actions, 
thus decoupling logic from the actions of the system [3]. 

The proposed architecture implements an innovative way to relate hardware and 
system logic by using a synchronization monitor. Because of this, the software pre-

                                                           
1 Corresponding author 
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scind from taking care of the critical sections of the code, and the synchronization 
functions, since the PP is the one performing those tasks. Furthermore, there is a uni-
vocal relationship between the program that the PP executes and the Petri Net model 
used, which guarantees the same properties that the model verifies. 

 The requirements for Concurrent and Reactive Embedded Systems [4] are: preci-
sion, reliability and structural flexibility. To reach those requirements, the PP is pro-
grammed using the model directly, resolving the execution of the events, and the state 
of the system. The PP, then, processes and orders events based on the restrictions of 
the system.  

Applications of this processor are not only tied to reactive embedded systems, 
since it can be used to solve parallel systems. Many problems have been  solved by 
using Petri Nets [5, 6]. 

The architecture of previously implemented PP was monolithic [3, 4]. In the cur-
rent article we propose and develop a modular PP that preserves the same advantages 
of the previous PP, while adding new features to it. Certain situations were taken into 
consideration, like the use of naming conventions when implementing internal circuit-
ry as well as external interfaces, which helped to standardize the components. 

1.1 Objectives 

General Objective 
Modularize each PP function to optimize system maintainability and add pro-

grammable event queues. 
The first implementation is aimed at generating reusable and standardized hard-

ware components. This allows to add, remove or replace components in an easy way, 
so the PP can be adjusted to fit small embedded systems by only instantiating the 
necessary modules for a given application. 

The ability to program the event queues allows the PP to execute different non-
autonomous Petri nets, which increases the semantic capabilities of the system. 

2 Petri Nets 

2.1 Ordinary Petri Nets (PN) 

An Ordinary Petri Net (PN) [7]  is a quintuple defined by PN = (P, T, I-, I+, M0) 
where: 

     *          +  is a finite non-empty set of places. 
      *           +  is a finite non-empty set of transitions. 
 Given that P and T form a bipartite graph, the following is true: 

     * +     * + 
 I-, I+ are the incidence relationships between the places inputs and outputs, which 

relate Places and Transitions (I-) or relate Transitions and Places (I+).  The Inci-
dence Matrix is defined as: I = I+- I-   
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    ,  (  )    (  )    (  )-  is the initial marking vector of the PN, which 
represents the number of Tokens that each Place contains. 

Taking the Incidence Matrix definition into account, a PN is then defined as a quad-
ruple:                    . 

2.2 Synchronized Petri Nets or Non-autonomous Petri Nets. 

This type of PN introduce events modelling to the equation and they are an enhance-
ment of the Ordinary PN [3, 8].  
Non-autonomous PNs are used for modelling 
systems where the external discrete events syn-
chronize the firing of the transitions. These 
events are tied to the transitions. In Fig. 1 the 
transition is synchronized with the event   , 
and the firing is produced when the following 
requirements are met: 

 The transition is enabled  
 The associated event occurs  
   

Changes outside of the system trigger the exter-
nal events (this includes changes in time) while 
internal events are changes within the system 
itself. Synchronized Petri Nets can be then de-
fined as a triple: 
PNsync = (PN, E, sync) where:  

P1

P2

T1

Occurrence of 
E3

Mark of 
P1

Mark of 
P2

E3

 

Fig. 1. Transition associated to an 
event. 

PN is a marked PN, E is a set of external events and sync is the function that relates 
Transitions T with   * +, where * + is the null event. All firings are atomic and 
instantaneous. 

2.3 Perennial and Non-perennial events. 

There are three types of events that can be associated with a Non-autonomous PN: 
perennial events, non-perennial events and automatic or null events [3]. 

Perennial events are those that, when they are triggered, they stay requesting a fir-
ing until the firing and synchronization conditions are met (the result will be the firing 
of the associated transition). These events are kept in the input queue until the associ-
ated Transition is fired. 

Non-perennial events will fire a Transition, only if the transition was enabled be-
fore the event arrives; if the transition is not enabled, the event is discarded. In the PP 
implementation, there is a period of tolerance of two clock cycles for the Transitions 
to be enabled until the event is discarded. 

Null or Automatic events {e} are associated with the automatic Transitions. These 
special types of Transitions are described in the next section. 
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2.4 Automatic Transitions 

There is a type of internal event that is always generated and available, named 
* +  In a Synchronized PN, one or more transitions can be associated with the Auto-
matic Event {e}. This means that those Transitions can be fired automatically as soon 
as they are enabled  since the automatic event is “always happening”.  

2.5 Conflicts among transitions 

We can find conflicts among transitions in a synchronized PN when: 
 Two or more transitions are enabled 
 Their associated events occur simultaneously 
 If one of the enabled transitions is fired, then some of the other transitions 

become disabled 
Mathematically, the conflicts are defined as:  

 |*  +|      |* 
 +|     y        *  + 

Where: 

 *  + is a set of enabled transitions 
 *  + is a set of events associated to the transitions *  + 
         are transitions in conflict. They share at least an entry point with another 

place. If one of the transitions is fired, the other transition will be disabled. All the-
se conflicts can be solved by a priority policy [6]. 

2.6 Relationship between events and the Incidence Matrix 

If the semantics of a transition fire in a non-autonomous PN are analyzed, we find that 
the Incidence Matrix is the conjunctive evaluation of the columns (transitions) and the 
rows (places). This means that, if we have an Incidence Matrix of     dimension, 
  combinations of   logic variables are evaluated, so if we consider that every transi-
tion has an event associated, then we could write an expression like the following: 

   (⋀ ( (  )     )      
 

   

   
)   

Where     are the elements of the Matrix   and  (  ) is the marking value of the 
place    The result    holds the elements of the vector of enabled transitions. 

The PP executes this equation and is the foundation of its direct programmability 
since we can consider the Matrix and the Events, the equivalent of the program. This 
architecture executes an extended non-autonomous PN, and taking its semantic capa-
bility into account, gives us a Touring Machine [9, 10].  

3 Architecture of the PP 

The PP developed and presented in this article, reveals changes in the architecture 
implemented in [11]. The big difference resides in the programmable queues, the 
modularization of the hardware and the specific optimizations of each module.  
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The main building blocks of the PP are: the core, the queues, the priority module 
and the interfaces to connect to external devices. 

3.1 Core 

The main responsibility of the core 
module is to keep the internal state 
of the PN that the processor exe-
cutes. Fig. 2 displays the overall 
architecture of the processor, where 
the modules that form the core are 
marked with (*).  

The core is composed of the fol-
lowing components: the Incidence 
Matrix, the Marking Vector and the 
Fire Requests Vector. 

The responsibilities of each com-
ponent are: 
 Incidence Matrix I: stores the 

Incidence Matrix of the PN. Its 
dimension is equal to |T|x|P|. All 
values stored are integers. 

 Marking Vector: Stores the 
vector M of the PN, that is, the 
state of the PN. All stored values 
are positive integers. 
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Fig. 2.   ‟s architecture 

 Input queues: their interfaces expose a vector to the PP, where each position rep-
resents the connection with each transition. Each position of the vector can be 
equal to 1 if there are events in the correspondent queue, or equal to 0 if there are 
no events queued. 

 Automatic Transitions Vector: each position of this vector represents each transi-
tion. If a transition is configured as automatic, then its correspondent position in 
this vector will be equal to 1. 

 Possible Next States Matrix: corresponds to the sum of each column of the Ma-
trix I with the Marking Vector. Each i-th column of this matrix has the state that 
would be reached if the i-th transition were triggered. 

 Signs detector: it is a vector where each position corresponds to a column of the 
Possible Next States Matrix. If any of the values in a column is negative, then the 
position in its vector will be equal to 1, meaning that the firing of this column 
would reach an unreachable marking (negative values mean that we would try to 
fire a disabled transition). 

 Enabled Transitions Vector: it is the negated output of the signs vector.  
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 Possible Firings Vector: stores the possible firings of the PN, which is calculated 
from the Enabled Transitions Vector and the Requested Firings Vector (Input 
queues    Automatic transitions). 

3.2  Processor Operation 

As well as the previous PP [3], this new version of the PP also executes a PN in two 
clock cycles. Single server semantics has been adopted for this implementation.  
Cycle 1 – Calculations. In this cycle, the PP calculates the transition that will be fired. 
To achieve this, the marking vector is added to every column in the incidence matrix, 
so we can obtain the signs of the possible next state that would be reached with every 
possible firing. This is stored in a new matrix where the column   holds the signs of 
the next markings. 
The output of the Possible Next States Signs Matrix is the input of the Sign detector 
module.  his module performs an „or’ operation with all values stored in each col-
umn. If any of those values are negative, it means that the next state will not be reach-
able (the correspondent transition is not enabled). 
The enabled transitions vector stores a value of 1 in those positions where the col-
umns of the Possible Next States Matrix did not have negative values. 
To calculate the transitions that can be fired, the information of two other vectors is 
needed: The requested firing vector (the output of the input queues) and the automatic 
transitions vector. The first one represents which transitions were requested to be fired 
by sending specific instructions to the processor (external event). The second one 
represents those transitions that do not require explicit firing events, because they are 
associated with the null event {e}. 
Finally, to determine which transition the processor will fire, the Possible Firings 
Vector is inputted to the Priority Module. The output of this module is the id of the 
enabled and requested transition with the highest priority. The vector will hold a sin-
gle value of 1 in the position that corresponds to the selected transition. This transition 
will be fired in the next cycle.  
Cycle 2 – Update. In this cycle the firing is performed and the marking vector is up-
dated. To achieve this, the selected transition vector works as a column selector. The 
adder (which can be found at the top of Fig. 2) carries on the sum of the marking vec-
tor with the selected column of the Matrix I. The result of the sum is stored back into 
the marking vector. 
Besides, if applicable, the queues are updated; the correspondent output queue counter 
is incremented and the correspondent input queue counter is decremented. 

3.3 Queues 

Both the input and output queues of the PP have been redesigned to make them con-
figurable.  

There is one instance of an input queue and one instance of an output queue for 
every transition that the PP has. Each of those instances contains a saturated counter 
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(only positive integers). Each counter is equipped with a max detector (for the over-
flow signal) and a zero detector (this is used for marking the queue as empty). 

Input queue 
The input queue stores the firing requests for the configured PN transitions. In Fig. 3 
(a), the external interfaces are shown. There are three modes of operation. 
 

 

 
(a) (b) 

Fig. 3. (a) Input queue, (b) Output queue 

 
Mode 1 – Normal Mode (Perennial event, default mode): The binary counter is 

incremented whenever a new firing request is issued (this is achieved via a specific 
instruction to the PP), and it is decremented on each fire performed on cycle 2. Since 
this is counting perennial events, the counter will keep its count until the increment or 
decrement signals of the module modifies it. In this case, the events queued are kept 
until the associated transition is fired. This is the only mode previous PP queues had. 

Mode 2 – Automatic transition: In this operation mode the signal not_empty is 
kept high, see Fig. 3 (a). This can be interpreted as a transition that is always request-
ed to be fired, that is, an automatic transition. 

Mode 3 – Non-perennial event: All events that are counted are non-perennial. Af-
ter a certain amount of time (two clock cycles of the PP), the counter will be reset, 
and thus the associated transition could not be fired after that time. 

Output queue 
As seen on Fig. 3 (b), output queues store the amount of firings performed. If a 

transition is fired, the output queue associated with it will increment its counter. When 
the queue is read (with a specific instruction) the counter will be decremented. The 
output queues have two different operation modes. 

 
Mode 1 – Reporting mode: In this mode, the internal counter is incremented when 

the associated transition is fired and decremented when the counter is read (to check if 
a transition was fired). If the interruptions are enabled in the GPP, an interruption will 
be generated when the counter is different than zero. 

Mode 2 – Non reporting mode: In this mode, the internal counter is not used and 
the signal not_empty is always equal to zero. 
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Priorities and conflicts among transitions 
The PP cannot detect a conflicting state, so it treats transitions as if they were all in 

conflict. The Possible firing vector of the PP represents all those transitions.  
The PP fires only one transition per execution cycle (single server model). This 

solves the conflicts issue and makes the system deterministic; the priority module 
makes the decision about which transition to fire. This is implemented as a binary 
matrix that establishes the necessary relationships to determine the highest priority 
transition. This module is also configurable during execution time. 

Microblaze MCS Interface 
Given that the PP is associated with a GPP [3], it is necessary to connect both pro-

cessors in order for the system to perform the required system actions. The GPP that 
was chosen for this integration is the softcore Microblaze MCS [12], because  of its 
low impact on the system resources and because it is well supported by the develop-
ment tools from Xilinx. 
The software architecture is very simple and it is made of one main program and two 
drivers. The first driver exposes a communication interface that we use for connecting 
to the PP (pp_driver) and the second one (external_comm) initializes and controls 
the UART module to send instructions and info through a serial connection.  

4 Results 

Several application cases were executed to evaluate the PP performance. It has 
been used successfully for controlling production lines, like the ones presented by  
Naiqi Wu y MengChu Zhou in [13]. The comparisons have been conducted by taking 
into consideration the results obtained in [3], which were very similar. 

4.1 FPGA resources 

To determine the amount of resources used and to compare them with other im-
plementations, a PP was instantiated multiple times, varying the number of elements 
of the vectors and matrices. Multiple synthesis of the core were performed as well, 
and data lengths of 4 and 8 bits were used. 
Fig. 4 shows the amount of FPGA resources used for each synthesized configuration. 
Registers are related to the number of flip-flops consumed, while LUTs, are directly 
related to the hardware architecture of the FPGA Atlys, which was the platform we 
used for implementing the PP. 
In Fig. 4 an exponential use of resources is shown a long as we increase the number 
of elements in the vectors and matrices.  
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A very important discovery was 
that 4 bit configurations use ap-
proximately the same amount of 
registers than 8 bit configurations, 
even when an 8 bit configuration 
has fewer elements in the vectors 
and matrices (and in some cases, 
the number of registers decrease). 
For example, configuration 
32x32x4 consumes fewer resources 
than configuration 24x24x8.  

40000
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Registers

0
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Fig. 4. Graph of resource consumption 

This means that we can process bigger PNs, if we can restrict the data length for a 
given application. 
Due to the optimization of the IP Core, the resources impact of using Microblaze, is 
considered constant (12.72% of all LUTs available and 21.09% of registers). These 
resources are the same for all the PP architectures. 

4.2 Frequency analysis 

To perform a frequency analysis, we followed the same approach as explained in 
the previous section. This shows the maximum frequency that each implementation 
could reach. The data length has a negligible effect in the max frequency reached. For 
example, if we compare configurations 8x8x4 and 8x8x8, the difference in frequency 
is just 2 MHz (80.073 MHz and 78.422 MHz respectively). However, if we increase 
the number of elements of the matrices and vectors, that is, if we increase the size of 
the PN, then the frequency is significantly lower. For example, between configura-
tions 8x8x8 and 16x16x8 there is approximately a 23 MHz difference (78.422 MHz 
and 55.32 MHz respectively). The boundaries of frequency are mostly due to the 
model of FPGA used.  

5 Conclusions  

In the current project, the PP was extended, modularized so it is an enhanced ver-
sion of the one presented in [3]. An interconnected system was achieved, in replace of 
the monolithic version of previous implementations. The module design and the in-
clusion of programmable queues did not impact negatively on the resources required. 
The programmability of the queues, which now support different modes of operation 
and types of events, is a huge step forward.  Besides, the maintainability of the PP has 
been simplified, so it is easier to add new features in the future, like the possibility of 
executing Hierarchical PNs, temporal PNs, etc. The control stage of the processor is 
the only module that needs to be modified for that. 
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The results obtained from the optimizations implemented in the hardware level show 
that the PP is suitable for Embedded Systems that require up to 32 conditions (transi-
tions), 32 logic variables (places) and 32 simultaneous events. 
The addition of a serial communication module allowed to have a testable, program-
mable and configurable PP. All these can be now performed from any PC terminal. 
The modular implementation of the PP implies a step forward for maintainability, 
scalability and the future auto-configuration of the PP. Furthermore, the programma-
ble queues have increased its semantic capability. 
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Abstract. Despite the known health benefits of regular participation in
physical activity people still refuse this practise. Nowadays, Virtual Re-
ality (VR) is a very powerful and compelling computer tool by which hu-
mans can interface and interact with computer-generated environments.
In this paper, we propose a virtual training system which can be cus-
tomized for the physical activity level of the user. System provides real
time visual action guide and a performance’s feedback of users through a
Natural User Interface (NUI). We conduct a brief pilot study to evaluate
our virtual trainers in which participants’ performance doing physical
activities is evaluated via our NUI. Initial results indicate that virtual
training through a NUI is motivating and entertaining for any kind of
user, in particular for individuals with low level of physical activity.

Keywords: Virtual Reality (VR), Embodied Conversational Agent (ECA),
Natural User Interface (NUI), Virtual Physical Activities, Kinect.

1 Introduction

Virtual Reality technology has become a very popular technology integrating the
newest research achievements in the fields of computer graphics, sensor technol-
ogy, ergonomics and Human-Computer Interaction (HCI) theory. As a research
tool, Virtual Reality provides numerous opportunities of what can be done and
seen in a virtual world that is not possible in real world [1, 2].

In HCI area, Embodied Conversational Characters have emerged as an spe-
cific type of multimodal interface, where the system is represented as a person
conveying information to human users via multiple modalities such as voice
and hand gestures, where the internal representation is modality-independent,
both propositional and non-propositional. Embodied Conversational Character
answers questions and performs tasks through interaction in natural language-
style dialogues with users contrasting the traditional view of computers [3].

? Corresponding author
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Virtual human research has progressed rapidly over the last 18 years. The
first implemented work of this type appeared in 2008 and many works of Em-
bodied Conversational Characters have recently emerged due to interfaces have
great potential as smart assistants, travel agents or investment advisors, among
others [4–8].

Verbal and non-verbal behavior of virtual characters has become more and
more sophisticated as a result of advances in behavior planning and rendering
[9]. VR uses these characters for user-environment interaction, where system
must collect gestural, positional, sound and biometric user information through
use of sophisticated devices [10]. These devices have incremented their simplicity
and user-friendliness over time, improving interaction and giving rise to Natural
User Interfaces [11]. These interfaces are used to solve problems in many areas
such as medicine, robotics, non-verbal communication, among others.

In last years sedentary lifestyle has become an increasing problem for peo-
ple’s health. It is reported to be indeed the cause of several serious illnesses like
obesity, diabetes, hypertension and so on. There are many reasons why people
do not perform any physical activity: motivational lack, time constraints, diffi-
culties to start, gym membership fees, equipment costs, among others. Physical
activity is defined as any bodily movement produced by skeletal muscles that
results in energy expenditure.

In order to provide a more natural interaction between humans and machines,
HCI works have brought about the wide focus on body motion recognition. This
involves the recognition of physical movement of the head, hands, arms, face or
body with the aim of conveying kinesic information [12].

In this context, there are some commercial applications like Nintendo or Xbox
Games which provide different entertainment activities [13, 14]. These applica-
tions track user’s body movements, such as knees, arms, legs, waist, hip, among
others. However, the aim is not focused on obtaining a healthier lifestyle and
training is not personalized.

There exist many physical activities research works in HCI [15–19]. From pre-
vious studies, the existing work technologies for this purpose are smart phone
applications, sensor devices and image processing, with a few solutions imple-
menting virtual characters [20–22]. Those last-mentioned share in common a
low-cost virtual training computer application for users who need to undertake
regular physical exercise or cognitive tasks at home, with identified specific short-
comings in user’s interface, interaction’s place and evaluating methods.

In this work we present a training system based on an Embodied Conver-
sational Agent as a real-time simulation approach to train and guide people’s
physical activities through a NUI.

This paper is arranged as: a design guidelines of our system is introduced
in Section 2. Our system is described in Section 3. The system architecture is
explained and illustrated in Section 4. The evaluation and results are shown in
Section 5. We conclude our paper and propose some future works in Section 6.
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2 Design guidelines

In 2005, researchers from different Universities of the United States provided a
state of the art of pervasive computing in sport technologies, with the aim to
encourage new research in this emerging area and to describe how technology
can be applied to sports [23]. They identified three areas of application - athletic
performance, entertainment and support for referees - pointing out some research
lines for each, such as studying which sensors are more appropriate to monitor
the performance of different kinds of athletes and studying the use of games and
special equipment to encourage users to exercise harder.

As was stated in Section 1, our work’s proposal is the study result of several
works related to virtual trainers [20–22, 24]. From this, two relevant concepts
have been identified: standard physical activities (considered by a lot of works)
and learning methods (used by many similar systems).

2.1 Standard Physical Activities

Levels of participation in physical activity remain low across many age groups,
and some strategies to increase activity levels throughout the population are
needed. Particularly, is possible to perform a generic levels classification on two
groups:

1. Average-to-High Level: people with active jobs or that occasionally play
sports and people considering physical activity as regular.

2. Low Level: people with office’s work or with relaxing daily life activities.

It is necessary and important to identify and use strategies for making phys-
ical activities that are both effective and cost-effective. In general, physical ac-
tivities can be distinguished in flexibility exercises (stretch, do yoga), mus-
cle fitness exercises (wall climb, use exercise bands), vigorous sports and
recreation (play sports, hike, play active games), vigorous aerobics (ride a
bike, jog, jump rope), moderate physical activity (walk, play games, do yard
work).

At the same time, these activities can be associated to levels of participation
in physical activity of people as follows:

– Average-to-High Level: flexibility exercises, muscle fitness exercises, vigorous
sports and recreation, and vigorous aerobics.

– Low Level: flexibility exercises and moderate physical activity.

2.2 Learning Method

Virtual-reality-enhanced interactive learning environments are increasingly com-
mon. VR brings together a mixture of virtual and real-life scenarios for a wide
range of potential possibilities in teaching and learning.

In this context, Game Based Learning (GBL) is a learning method leveraging
the power of computer games to captivate and engage end users for a specific
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purpose, such as to develop new knowledge and skills [25]. From past reviewed
studies, the minimum components required in all online games for learning are:
back story and story line, game mechanics, rules, immersive graphical environ-
ment, interactivity, challenge/competition and risks [26]. Additionally, many ed-
ucators use this method in combination with the following metaphors for an
educational game [27]:

– Acquisition: to transfer information from who owns it (the teacher) to a
passive receiver (the student).

– Imitation: focuses on imitation of model behaviors through observing the
reactions of others to the facts.

– Experimentation: it is applied in the learning of specific activities, complex
or dangerous tasks, since it promotes active and contextualized learning
processes, mainly related to practical activities and physical abilities to a
great extent.

– Participation: the transmitted content by the teacher is taken as a learning
stimulus, which occurs naturally and difficult to predict.

– Discovery: learning by discovery can be an individual or social activity; the
crucial point is that it creates new contents through the active student’s
participation.

3 System Description

The basic idea was to simulate an environment where the user can train in a
green space accompanied by a virtual trainer.

For user-system interaction, a sport field scenario was modeled and rendered.
Scenario was set up with ambient sound, inanimated objects (benches, lights,
trees) and animated objects (people). Particularly, people on stage are avatars.
The user can navigate through the park, paddle court and other places allow-
ing social interaction. The trainer is a female animated character called Sara.
This was developed to provide a visual action guide in real time and an actions
assessment after physical users’ exercises.

As was mentioned in Section 2.2, a computer educational game requires
certain components and can use several metaphors. While our system allows
physical training, it is also an intention to add entertainment to interaction.
Additionally, as it has seen in Section 2.1, it is possible to perform a generic
level classification and to associate certain activities for each level. Thus, some
components and metaphors will be indicated along this section.

According to the referred levels, this work established the following particular
activities:

– Average-to-High Level: single-leg squats, mountain climbers, tuck jumps and
burpees.

– Low Level: squats, lying hip raises, side lunges and frog jumps.
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At the interaction’s beginning, Sara’s face representation welcomes the user
and explains him about system’s operation (Acquisition). The user have to
choose one participation level and consequently, the associated level’s activi-
ties from a Graphic User Interface (GUI). The act of choosing a level and an
activity implies to enter voice data through a microphone. It is assumed that
the user will choose a level according to his/her daily life activities.

After selection, system will show Sara in full body to start teaching user se-
lected activity’s actions. User’s actions are captured and compared to standard
Sara’s actions (see Figure 1) while giving, in real time, a fitness score represent-
ing how well user performs actions (Challenge), besides providing an activity
completeness percentage. Sara will then provide interpreted feedback based on
obtained fitness score and how user can improve his/her actions (Imitation and
Experimentation).

Considering that each physical exercise is related to a bodily movements
set which have limbs’ degrees associated (information provided by real trainer
stored in a database), system provides a fitness score (percentage of mistakes 0%
- 100%) comparing input movements degrees with stored movements degrees.

Fig. 1. System Operation.

The system was developed to work on a computing platform for immersive
collaborative 3D virtual world visualization (Immersive Graphical CAVE-like en-
vironment). This platform allows the user to play an appropriate role (through a
character) during system’s explanation, physical activity and feedback according
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with conversational aspects of virtual trainer (which results in a Verbal Natural
User Interface).

User’s actions are captured by a motion sensing input device [28]. The motion
device is able to detect the shape of a human body by using an RGB camera and
depth sensor (Skeleton Tracking). User and bodily sensor must be located inside
CAVE-like environment for an enhanced interaction (interactivity) and a better
recognition of user movements during physical activity (resulting in a Gestural
Natural User Interface).

4 System Architecture

The implemented training system is an integrated system consisting of three
subsystems working in an independent parallel way: a CAVE-like Subsystem,
a Conversational Character Subsystem and a Motion-NUI Subsystem. The sys-
tem comprises the hardware and software necessary to gather the information
obtained during the interaction between the user and the training system: via
a motion sensing device, sound system, microphone, screen/projection surfaces
and projectors, among others.

In the CAVE-like Subsystem (immersive environment), the user’s movements
are captured by the Motion-NUI Subsystem which sets in motion the avatar
animation according with the user movements and notifies to Conversational
Character Subsystem a percentage of mistakes done by body area. According to
the obtained percentage the character advises users how well they are doing the
exercises. Figure 2 shows an overview of training system.

CAVE-like SubSystem will provide the necessary structure for attributes def-
inition, rendering and collaborative multi-visualizations, as well as the needed
interactive resources. Cake-like multi-VRmedia Subsystem is an approach on a
computing platform for immersive collaborative visualization of 3D and dynamic
system proposed by [29].

Conversational Character SubSystem is composed by a Conversational Char-
acter gifted with human figure animation and verbal communication skills, like
natural language processing (byAutomatic Speech Recognition mechanism (ASR))
and speech recognition and synthesis (by Text-To-Speech mechanism (TTS)).
This subsystem, named CAVE-VOX was presented and evaluated in [7, 30] and
it was based on previous work [31]. This particular Conversational Character
has a collection of responses relevant to a physical activities topic.

Motion-NUI SubSystem is a NUI based on gestures that corresponds with
bodily movements. This subsystem obtains, processes and replies information
about user’s movements. User data is collected thought a motion device, which
uses a depth sensor and obtains a 3D input based on user location and posture.
The 3D input is utilized for two aspects: user movements analysis and animation
data matching. User movements analysis calculates the difference between 3D
input and data stored from a predefined data base, and animation data matching
calculates the correspondence between 3D input (user body) and user’s virtual
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Fig. 2. System Architecture.

avatar (virtual body). After animation data matching an avatar animation is set
up for reply the user movements.

5 System Evaluation

A pilot test was applied to a twenty-two participants group between 16 and 60
years old. At first, the system functions were explained and demonstrated to
the users undertaking the testing. Every user was then required to explore every
function and try it out by him/herself.

As was mentioned in Section 3, participants must be classified in some level.
From the total participants, 8 chose the Average-to-High Level and 14 the Low
Level.

During the test, each participant is required twice to execute some corre-
sponding level’s activity. Each activity consisted of three sets of exercises: a set
of 15 repetitions (first set), a set of 30 repetitions (second set) and a set of 40
repetitions (third set).

Each execution was evaluated in different days (at least two days in between)
due to it is not recommended anyone exercise more than once in two days [32].
According with each execution an average percentage of completeness by set
were recorded (See Table 1 and 2).

For Low Level, the percentage of completeness increased significantly as in-
creasing the execution allowing to achieve an incremental learning. For Average-
to-High Level, the percentage of completeness gradually increased with each
execution, however, the difference among third set and the others was not over-
whelming.
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Table 1. Completeness’ averages for Low Level

attempt first set second set third set

1 82% 73% 66%
2 96% 86% 89%

Table 2. Completeness’ averages for Average-to-High Level

attempt first set second set third set

1 95% 87% 71%
2 97% 96% 94%

6 Conclusions and Future Works

This paper involved the development and evaluation of a training system based
in an ECA. We described the design and learning aspects, along with the stan-
dard physical activities considered for the implemented system. We introduced
the general and most important issues of the training system like, CAVE-like,
Conversational Character, and Motion-NUI SubSystem.

The obtained results show that people doing regular physical exercises had
no difficulties with virtual exercising but they had an appreciable period of
adjustment during first execution. On the other hand, people in Low Level had
considerable difficulties and a major period of adjustment on all testing. As
regards period of adjustment, we considered that it is necessary to make usability
tests and include interviews with children.
Future works will be oriented to:
– improve user’s experience, adding new challenges related to physical activi-

ties,
– develop additional evaluations of the existing virtual training system,
– extend the pilot test.
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Abstract. Computational thinking is a fundamental skill for everyone, not just 
for computer scientists. Teaching computational thinking in primary and second-
ary school will not only help to inspire kids to continue their studies in Computer 
Science, but also will provide a set of valuable skills to use during their profes-
sional life in the Computer Science field or in any other field. In this work we 
present a Códimo’s activity called Numeric Line. This activity was designed for 
students between 6 and 8 years old and with the goal of encourage, in a transpar-
ent way, one of the aspect of computational thinking: Algorithm design. The stu-
dents play using a set of simple blocks (commands), trying to put a number in a 
numeric line, moving it across a maze. With this, the student reinforce their 
knowledge taught in classroom about natural and integer numbers, using compu-
tational thinking. 

Keywords: códimo, education, computational-thinking, learning-objects, pro-

gramming-for-kids, javascript. 

1 Introduction 

Since 2014 the Universidad Nacional de Río Negro, has been promoting activities to 

bring programming to primary and secondary students. The goal was to try to inspire 

the students to continue their studies in computer science. In addition, Computational 

thinking is a fundamental skill for everyone, not just for computer scientists [9]. 

After two years of experience doing this, using tools like Alice, and seeing the diffi-

culties in teachers and students we decided to build a tool to reinforce concepts taught 

in classroom, but using computational thinking. We called this tool Códimo. 

In all Códimo’s activities, the students reinforce concepts learnt in classroom, in any 

field like exact science, natural science, social science or any other, using concepts from 

computational thinking. 

This work follows with section 2, with the description of our proposal and a detailed 

explanation of the activity Numeric Line. The section 3 describing technical details of 

how Códimo was built. The section 4 with related work, the section 5 with future work 

to finish with section 6, the conclusions. 

1 Corresponding author. 
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2 “Numeric Line”: Coding to Learn 

Numeric line is an activity for students from 6 to 8 years old (2nd grade and 3rd grade). 

It belongs to math area and can be used for students after their learn natural numbers, 

integers, the order relation and the numeric line. 

The goal of the activity is to put a number in an empty position in the numeric line. 

It presents several levels of complexity. In the initial level the students will play with 

natural numbers of one digit. In the intermediate level with natural numbers of two 

digits and in the advanced level the students will play with integer numbers. 

The activity presents a number in an initial position, a maze and a numeric line. The 

students must move the number and put it into the numeric line in a correct position. 

The only way to move the number is using blocks. Each block has a specific purpose 

like move the number in a direction or make the number to jump. To take the number 

from the initial position to an end position in the numeric line, the students must create 

a program joining the given blocks. Playing like this, the students reinforce math ap-

plying algorithm design, one of the aspects of computational thinking. 

Using blocks to code has a fundamental pedagogic advantage over using classic syn-

tactical constructions from a pseudo programming language. The blocks always form a 

syntactically correct program, which allows the students to don’t have to deal with 

semicolons or non-closing brackets, and put the attention on the semantics, the effect 

that each block produce to the number. In this case, the effect is to move the number 

across the maze. 

Figure 1 shows one of the exercises from the advanced level. 

 

 
Fig. 1. Activity, advanced level 

On the left of Fig. 1 you can see the maze and on top of it a numeric line. Each 

activity start with a number, in the case of the Fig. 1 the 25, and a numeric line with 

some empty positions. The number 25 must be put in an empty correct position in the 

numeric line. In the initial level the numeric line has only one empty position, but in 
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the other levels there are more than one empty position, where one position is valid to 

put the number. 

On the right of Fig. 1 you can see the blocks used by the students to move the num-

ber. Each block produce a defined effect on the number. We classify the blocks in the 

following way: 

 Simple: 

o Move up: move the number up one position. 

o Move to right: move the number to the right one position. 

o Move to left: move the number to the left one position. 

o Move down: move the number down one position. 

 Composed: 

o N times: repeat a single move in any direction n times. 

o Repeat N times: execute N times the set of simple blocks inside 

it. 

 Designed for the activity: 

o Jump: once the number arrives to a valid position, the students 

must use this block to jump from the maze into the number line. 

The blocks must be put inside the green container with a description “Poné las piezas 

acá adentro” (Put the pieces here.) 

With the program created the button “Probar” (Try it) can be pressed, there is when 

the program is interpreted moving the number across the maze. Once the execution 

finish, if the number ends up in a valid position, the activity propose to go to the next 

activity (in the same or in the next level) otherwise the activity can be repeat it. If the 

activity is repeated, the number to be moved change. 

It is important for the authors to emphasize that “Numeric Line” is a math activity 

not a programming activity. Using the blocks we are stimulating one of the aspect of 

the computational thinking: algorithm design. But this is not the main goal of the activ-

ity which is to reinforce math (natural numbers, integers and the order in the numeric 

line). All the activities generated with Códimo are designed around this main goal be-

cause we think that will make teachers to use them during classroom without needing 

to deviate from their plan. 

We say that the students will “code to learn”, due to the main goal is to reinforce a 

specific topic given by their teachers instead of doing a programming activity where on 

the other hand, we would call “learn to code”. 

3 “Numeric Line”: Technical Description 

Códimo is a web application written in Javascript only. It works in the latest versions 

of the major browsers and, since its development is open source, in addition to see the 

code, is possible to collaborate by reporting errors, proposing ideas, or even making 

modifications. The repository can be found at: https://github.com/lgrazi-

ani2712/codimo. 
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3.1 Technologies used 

To be able to develop Códimo was necessary a wide set of tools, both for improve the 

Development Experience and for assure a good component design. Here below are 

listed the more meaningful tools and their purpose during development. 

Application dependencies 

 Blockly: “A library for building visual programming editors” [4]. It allows to 

implement a programming interface using blocks. 

 PixiJS: “The [...] 2D WebGL renderer” [6]. Its role is to be the 2D Graphic 

Engine for the activities, that is to say, every animation for the “Numeric Line” 

activity are developed with this tool. 

 React: “A Javascript library for building user interfaces” [3]. Is used for the 

construction of the web page, with the capability of creating dynamic routes 

without the need of developing a server. It allowed to integrate PixiJS and 

Blockly without much effort. 

In the following figure can be appreciated how was designed the architecture of 

Códimo: 

 
Fig. 2. Códimo Architecture 

As the Fig. 2 evidence, the architecture is integrated by three main components: 

 APP: is responsible for manipulating the application URI’s, as the load & 

unload of every dependency related to specific activities. 

 Engine: is responsible for rendering the activity, parsing the sequence of 

instructions made by the student through the Visual Editor, and animating 

every single object according to the instructions that parse. Expose an in-

terface used by the APP. 

 Visual Editor: is responsible for listing every possible instruction for each 

activity, and offering a place for the student to create the solution using 

those instructions. Expose an interface used by the APP. 

Each time the APP tries to load an activity, adds the Engine instance to the main 

renderer and request to generate the initial state of the activity. At the same time, adds 

the Visual Editor’s instance and request to create an editor with the necessary instruc-

tions for that specific activity. 
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The student always interacts with the APP and this delegates the tasks to the other 

two components. 

Development Experience dependencies 

 Storybook: “The UI Development Environment You'll ♥ to use” [8]. With 

this tool was possible to design and develop each visual component indi-

vidually. 

To Códimo, a visual component not only refers to the text and buttons that 

go with the activities, but the Engine itself. Thus, was possible to design, 

for example, each animation of the number in an isolated manner. 

 Babel: allows to transpile the latest versions of the Javascript language to 

code that can run in the latest versions of the major browsers. With this 

technology is possible to confirm that Códimo works at least with the latest 

two versions of Firefox, Chrome, Edge and Safari. 

 ESLint: statically evaluates the Javascript code in search of syntax, struc-

ture and style errors. 

 FlowType: “is a static type checker for Javascript” [2]. 

 Jest: is a testing framework for Javascript that innovates in certain aspects: 

o It analyses which files were modified since the last commit (when 

using a GIT repository) and executes by default only the tests re-

lated to those files. 

o When using the watcher option (useful while developing), is pos-

sible to filter tests from specific files, test names or by a regular 

expression. 

o Snapshots: it’s a new way of testing data and raw components. It 

takes a variable and serialize its content into a file. Each time the 

test runs, it diffs the content of the file with the variable, and if 

there is a difference, the test fails and reports what was that differ-

ence. This is extremely useful when doing unit testing of HTML 

components since avoids validate each element specifically. 

 Webpack: is a module bundler, a tool that allows to define which file types 

can be treated as modules. Webpack in particular can consider a wide range 

of file types (from images, json, css, videos) as a Javascript module, as long 

as it's configured to do that. 

Also offers a simple, and easy to configure, development server that 

watches for modifications and hot reload the changes by itself. 

The production version of Códimo, that asynchronous download the files 

requested by the selected activity and the specific exercise, is generated 

with Webpack. 

Continuous Integration dependencies 

 CircleCI: in Códimo is used for executing the battery of tests in an isolated 

environment, and reports if everything passes or not and which tests have 

failed. It runs every time anyone makes a commit, a Pull Request or a merge 

to the project. 
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 Netlify: adds a process of continuous deployment to the project. It runs 

every time anyone makes a commit, a Pull Request or a merge to the pro-

ject. Also allows to see any version of the website at any time. 

4 Related Work 

There are various applications in the area that it intends to include Códimo. Some, like 

CodeCombat or Pilas Engine, are applications for play or create games or animations 

(respectively), in which is necessary to code to be able to make actions like moving a 

character to a specific place, picking an object, o to attack a creature. Another ones 

make the use of blocks, like Alice, Scratch or Pilas Bloques and others offers free access 

to educational resources in Computer Science and other disciplines like Khan Academy. 

In addition to this applications, there is the Hour of Code, a global movement that 

offers a one-hour introductory activities to Computer Science, “designed to demystify 

“code”, to show that anybody can learn the basics, and to broaden participation in the 

field of computer science” (The Hour of Code, 2017). The event takes place each year 

during Computer Science Education Week. 

A really important element of this event is its repository of activities. Every person 

and organization can register an activity, among which are from Khan Academy, Co-

deCombat, Alice and Scratch. 

The principal difference between the Hour of Code and Códimo, although subtle, 

it’s significant: the first has as an objective “to show that anybody can learn the basics, 

and to broaden participation in the field of computer science”, not the Computational 

Thinking per se. Of course, introducing into Programming also introduces into Com-

putational Thinking, however isn’t necessary the other way around. On the other hand, 

it would be highly possible to register an activity to the Hour of Code using Códimo 

since it was already used for the Science and Technology Week, in Argentina on Sep-

tember 2017. 

Pilas Engine, on its part, is an Argentine application for develop video games and 

animations in 2D. Its main advantage is that each component and its methods are in 

Spanish, so it’s possible to do things like this: 

 

moneda = pilas.actores.Moneda() 
 

However, it’s not a Spanish pseudo language. The library pilas is written in Python, 

hence the code that anyone needs to write inevitable mixes English (when writing re-

served words) with Spanish (when using the pilas engine library): 

 

import pilasengine 

 

class AceitunaEnemiga(pilasengine.actores.Aceituna) 

def iniciar(self) 

  self.imagen = "aceituna.png" 
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This adds an entry barrier for its use, since a K-12 student has low or zero knowledge 

of English (written and spoken), and since also doesn’t know about programming, it 

will feel disoriented and it will lost interest quickly. Like CodeCombat, the fact that the 

student needs to explicitly write code makes this kind of applications unsuitable for 

introducing Computational Thinking. 

Apart from that, exist more friendly applications for whom have their first contact 

with programming, like Alice: a platform for develop 3D video games and animations. 

Contains a battery of libraries with object models, characters and scenarios; allows to 

manipulate the light and camera; and to write a “script”. This “script” is written using 

blocks visually similar to those of the puzzle, preventing to insert them in an unwanted 

manner. This way, by inserting the proposed blocks, and without explicitly knowing, 

the student generates an algorithm that it’s translated into a game or an animation. 

The main difference of Alice in comparison to CodeCombat is the use of blocks as 

a mechanism to write algorithms, which has a pedagogical fundament and advantage 

over the use of a programming language: a block always generates a syntactically well 

written algorithm, allowing students to focus only in understanding the semantic, in 

other words, the effect produced by the block over other elements. Also, by abstracting 

the use of the syntax, it allows a completely translation of every instruction. 

However, as well as the other applications when compared to Códimo’s activities, 

Alice lacks an essential element: it cannot be used outside the computer class. When 

Computational Thinking is discussed, is referenced the possibility to apply it in fields 

outside Computer Science, and it isn’t possible to use Alice for that purpose. 

As Alice, Pilas Bloques uses blocks as a mechanism for writing algorithms. Uses 

Pilas Engine as an engine, is web, and unlike Alice, who offers an empty scene as a 

canvas, Pilas Bloques presents a set of challenges. 

Pilas Bloques is the more similar application to Códimo, since a challenge can rep-

resent a simple activity with a specific end: teach iteration, abstraction, modularization 

or conditionals. Anyway, it lacks of challenges that adapts activities from other disci-

plines. 

5 Future Work 

The authors will continue this job of introducing the computational thinking in the pri-

mary and secondary school with the following activities: 

 Incorporate into the teaching process an evaluation. Applying FLOM [7] as 

the basis for activities design. 

 Evolve Códimo to a framework, with clear extension points, in order to 

reduce the effort and time to create new activities. Any Javascript developer 

should be able to use Códimo to create activities. 

 The computational thinking has several aspects, not only algorithm design, 

which was the one used in for activity. The abstraction, pattern recognition, 

the decomposition of a problem into multiple simple problems are others 

important aspects. It is our goal create more activities with this idea of 

“Code to learn” but applying also these other aspects of the computational 

thinking. 
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6 Conclusion 

In this work we presented “Numeric Line”, an activity implemented with Códimo. The 

goal of this activity is to introduce computational thinking in the primary school, in a 

way that result attractive for teachers and students. For the teachers because they don’t 

need to deviate from their subjects and incorporating an activity with this characteristics 

gives them a new tool to motivate students to study. For the students, because they will 

acquire computation thinking skills while playing reinforcing concepts taught in class-

room. 

The main distinction from our proposal is the way in which we introduce computa-

tional skills. It is a transparent way. The goal is always to focus and work in the concepts 

related to the subjects from the curriculum, but to work in a different way with a new 

tool that encourage students to apply computational thinking. 
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Abstract.  During the last couple of years there has been an important surge on 
the use of HTTPs by malware. The reason for this increase is not completely 
understood yet, but it is hypothesized that it was forced by organizations only 
allowing web traffic to the Internet. Using HTTPs makes malware behavior 
similar to normal connections. Therefore, there has been a growing interest in 
understanding the usage of HTTPs by malware. This paper describes our 
research to obtain large quantities of real malware traffic using HTTPs, our use 
of man-in-the-middle HTTPs interceptor proxies to open and study the content, 
and our analysis of how the behavior of the malware changes after being 
intercepted. The research goal is to understand how malware uses HTTPs and 
the impact of intercepting its traffic. We conclude that the use of an interceptor 
proxy forces the malware to change its behavior and therefore should be 
carefully considered before being implemented.

Keywords: Malware, Botnets, HTTPs, Malware Traffic, Network Security, 
MITM, proxy, Malware Behavior

1   Introduction

In physics, the observer effect alludes to the influence of the observer on the 
phenomenon under observation. In most areas, this influence is often caused by 
instruments and modifies the behavior of what is being measured in some important 
manner. However, the observer effect can also appear in other contexts, such as 
malware execution and analysis for network security. Unfortunately, the impact of 
capturing techniques on the behavior of malware in the network was often 
overlooked. In this work, we study the observer effect in regard to the use of web TLS
(Transport Layer Security) interceptor proxies for network malware analysis. The 
usage of web proxies TLS interceptors allows companies to view the content of its 
employee’s encrypted connections. This technology is nowadays widely implemented 
in large companies and it is supposedly used to protect the employees from infections.
However, the inflicted changes upon the behavior of malware, the invasion of 
employee’s privacy and the implementation costs can be an inconvenience for some 
companies.
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This research focuses on understanding the influence of web proxies TLS interceptors
during the execution of malware. To achieve the analysis, we created a new and large 
TLS dataset of real malware samples extending for more than one year. The malware 
was run in a special infrastructure for selective interception and with complete access 
to the Internet. The average execution time of each malware is one week, with some 
executions lasting two months. The main goal of this work is to find how malware 
changed its behavior due to the filtering, blocking and interception of its web TLS 
connections. The most important factor of our research was the verification process, 
which consisted in executing the malware twice and simultaneously: once using the 
interceptor proxy and once without it.
The contributions of this work are: (1) The creation of a dataset. The dataset created is
a large and modern one, it includes more than 80 malware were carefully captured 
with a methodology explained in this article. (2) Malware interception using https or 
port 443. The malware selected to be captured was the one using encrypted 
communication or port 443 (the port assigned to encrypt the communication). Also, 
two scenarios were considered; with proxy and without proxy interception. (3) 
Publication of the dataset in the stratosphere web site and twitter in order to be 
available for the research community. (4) An analysis of the implications of 
intercepting the traffic of malware, described in this paper.
The remainder of this work is organized as follows. Section 2 describes the 
background concepts, definitions and the previous work. Section 3 describes the 
dataset creation and features. This section also includes a description of the laboratory
infrastructure and the methodology to obtain the dataset. Section 4 shows an analysis 
of the malware captures and a comparison of the same malware with and without 
using proxy. Finally, Section 5 presents the conclusions and future work.

2      Background and Previous Work

TLS is the standard security protocol for encrypting information in a network. It 
establishes an encrypted link using asymmetric and symmetric encryption algorithms. 
TLS is the widest used encryption protocol because it uses a trust chain to verify that 
the service is trustable and it doesn’t require the client to have any special password. 
Recently, there seems to be a rise in the use of TLS by malware, causing new 
difficulties for the analysts and rising several new questions about what the malware 
is doing inside the encrypted channel, and how its attack strategy changes. 
The study of TLS interception in the network and its impact on the users has been 
analyzed before from the perspective of privacy [1]. The practice of using TLS 
interceptor proxies is common inside companies, even when employees are unaware. 
The most important impact of this practice is that users get used to being intercepted 
and their general security protection measures decrease. The authors concluded that 
approximately 0.6% of all users inside companies are subject to interception.
The analysis of TLS usage by malware was previously studied by Cisco in an attempt 
to find their actions without decrypting the traffic [5]. The authors used 18 malware 
families that usually encrypt their traffic to understand the motivations behind 
encryption. The research found that 98.4% of the encrypted malware traffic used port 
443/TCP for this purpose. However, there is no analysis of the malware using port 
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443/TCP with other protocols that are not TLS. Therefore, they mainly focused on 
TLS protocol on port 443/TCP.
Furthermore, Carné de Carnavalet et al [2], conduct investigations into the risks 
introduced by TLS interception tools, by analyzing the risks of using antivirus and 
parental control tools with a proxy.
Cisco researchers have found that the amount of malware using TLS has grown in the 
last years. Their analysis reveals that malware uses TLS differently than normal 
traffic. [6]. The author proposed to augment the common 5-tuple structure source and 
destination IP address, source and destination port number and protocol ID) with 
TLS-based features. Among the additional features are the list of offered cipher suites,
the selected cipher suite, the sequence of lengths and type codes of TLS records, and 
the time between TLS records in milliseconds. [7] 
Most of the analysis of malware using TLS protocol focuses on malware detection. In 
[3], the authors propose to detect malware using HTTPS traffic, by using k-NN 
classification. Another recent approach was to detect the malware by studying its 
encrypted HTTPs communication [4]. The goal of the authors was to detect HTTPS 
malware connections by extracting new features and using data from the Bro IDS 
program.

3     HTTPs Malware Dataset

The most important challenge of analyzing malware using HTTPs is the lack of a 
good public dataset. As part of our work we spent almost one year collecting real, and
long term, malware traffic. Our dataset consists of more than 80 network malware 
traffic captures. It has been created as an activity of our Nomad Project [9].  One of 
the goals of the dataset is to study the behavior of malware and how it changes in 
time. To obtain this type of data we executed the malware for long terms, up to 3 
weeks or even months. The dataset contains malware capture of different types of 
malware (such as Trojans, Adware, Botnets, etc.). For each capture, we generated 
several files to improve future analyses. 
The process of creating the dataset can be described in four phases, (1) design and 
creation of the laboratory, (2) design of the capture methodology, (3) generation of 
experiments and (4) output of information. The following subsections describe these 
phases in detail.

3.1. Malware Laboratory Infrastructure

The malware laboratory infrastructure consisted in a host Linux computer running 
more than 30 VirtualBox Windows 7 virtual machines. The host computer also ran a 
separate mitmproxy1 implementation for each malware, allowing the complete 
isolation of results. The malware had unrestricted access to the Internet except for a 
limited bandwidth and an SMTP redirection to an e-mail honeypot, as it is shown in 

1 https://mitmproxy.org/
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Fig. 1. It can be seen how all most common ports for the web connections were 
redirected through the web TLS interceptor.

Fig. 1. Malware capture laboratory infrastructure

3.2     Capture Methodology

The methodology implemented to capture malware traffic is based on the analysis of 
known malware that we use to infect machines in our laboratory. The steps to capture 
malware traffic are: (1) find the malware binary (2) copy the binary to the server (3) 
start the virtual machine and infect it (4) compute the start date and the infection date 
and monitoring the machine (5) Stop and publish the capture. To find the malware 
binaries we search in web sites specialized in malware samples such as virus total, 
hybrid analysis, and SSL blacklist. We monitor each machine using tcpdump, 
mitmproxy outputs and cacti2. Thought those tools it was possible to detect if the 
machines were infected or not and if the communication was still alive. Once we 
considered we had enough information, we stopped the capture, generate the output of
the dataset and published it in with the corresponding ID in the stratosphere website, 
blog and twitter. 

3.3      Experiments and output files

The dataset consists of 80 different malware captures [8]. The malware captured 
includes botnet, trojans, backdoors, and adware, among other ones. Approximately 
90% of these captures used port 443/TCP for communicating. However, only 83% of 
the captures used the TLS protocol over port 443/TCP. This means that at least 17% 
of malware used port 443/TCP for their own custom encryption protocol. Regarding 
the usage of these connections, from the complete set of captures, approximately 30%
used the port 443/TCP (both with and without TLS) for their Command and Control 
channels. This means that most of the TLS connections generated by malware were 
not directly related to its remote control.
Each malware has assigned a unique ID in order to be identified. If we execute the 
malware twice, we add a number to the ID. For instance, for a 260 malware ID, the 
first capture will be coded 260-1, the second one 260-2, and so on. The URL format to
access to the capture information contains this ID. For example: 
https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-260-1.

2 https://www.cacti.net/
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4 Comparison and Evaluation of the Behavior of Malware with 
Intercepting TLS proxies.

In this section, we analyze the network behavior of malware captures when they are 
being intercepted by a TLS proxy. We analyzed each malware traffic capture to 
evaluate its behavior in the two previously defined scenarios (with proxy interception 
and no proxy interception). The goal is to detect the behavior differences for a given 
malware. Seven different malware captures identified as 169-1, 169-2, 169-3, 192-1, 
192-2, 219-1 and 219-2 were analyzed.

4.1      Miuref Capture (169)

This malware belongs to the Miuref family. It was executed three times, twice with an
interceptor proxy (captures 169-1 and 169-2) and once without proxy (capture 169-3).

Miuref capture with TLS Proxy (169-13 and 169-24) 
In this capture, Miuref first resolves the domains; service8.org, 1.web-counter.info, 
timeservice24.com, 2.web-counter.info, 3.web-counter.info, 4.web-counter.info, and 
5.web-counter.info. These are the main Command and Control channels of the 
malware. All the domains have one or more IP addresses and the malware starts to 
connect to them on port 443/TCP. Given that the protocol spoken by the malware on 
port 443/TCP is not TLS, the MITM proxy generates the follow error:

502 Bad Gateway. SSL handshake error: The client may not 
trust the proxy's certificate. 

This is the first important conflict between the malware and the proxy, since the proxy
does not allow the traffic to connect to Internet. Therefore, the C&C servers are not 
reached properly. After the unsuccessful connections, the malware contacts an IP 
address that is hardcoded in the binary: 185.118.67.195. This IP is contacted on port 
80/TCP and the protocol spoken is correct HTTP. This backup C&C mechanism 
worked well and allowed the malware to download a possible binary update.
The second most important conflict of the malware and the MITM proxy is that the 
malware keeps trying to connect to the 443/TCP ports in the C&C servers, generating 
a large amount of very suspicious traffic. 
 As the malware is related with ClickFraud and advertising, it also connects to 
twitter.com, youtube.com, google.com, facebook.com, bing.com, etc. These requests 
were done because certain webpages had links to them and not because the malware 
was abusing their services. We were able to verify this claim because it was possible 
to observe the HTTPs traffic and distinguish the real requests.
Then, the malware resolves the domain bam.nr-data.net, obtaining the following IPs 
50.31.164.175, 162.247.242.18, 50.31.164.173, 50.31.164.166, 50.31.164.174, 
162.247.242.19. It uses port 80 to contact the IP 50.31.164.175 and establishes a CC 

3 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-169-1/
4 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-169-2/
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channel. For example, an unsuccessful connection to port 443 that were not SSL is the
one to the IP 138.201.125.95.

Miuref capture without Proxy (169-3)
This is a capture of the Miuref malware but without using any MITM proxy. In this 
case, the malware tries to connect to its C&C servers using the port 443/TCP with its 
custom encryption protocols and it is successful. After contacting the C&C servers the
malware also contacts its hardcoded IP address 185.118.67.195 and downloads a 
binary update. The operation of the malware remains similar to the capture with the 
proxy and it connects to several ClickFrauds and advertising sites, such as 
platform.twitter.com, connect.facebook.net, google.com and bing.com. 
In this capture the behavior is similar to the previous capture (it resolves the same 
domains, contacts the same IPs). However, the main difference is that the TLS 
connection is established. 
Regarding the capture without MITM, from the 206 unique domains requested, 30% 
were unique to this capture. From all the traffic in the capture with the MITM proxy, 
18% was sent to port 443/TCP, while only 8% of the traffic in the capture without the 
MITM proxy was sent to the same port. This difference is due to the use of an 
interceptor HTTPs proxy

4.2     Remote Admin.Ammyy capture (ID 192)

This malware is a remote admin tool called Ammyy. This is a possible legitimate 
application, but it is usually abused for its remote administration capabilities. This 
malware was executed twice; with proxy, and without proxy.

Remote Admin.Ammyy capture with proxy (192-25)
This malware first resolves the domain rl.ammyy.com and contacts the IP 
176.56.184.37 in port 80/tcp. Then, it contacts four different IPs in the ports 443/TCP,
80/TCP and 8080/TCP in sequence. The IP address are 88.198.6.56, 88.198.6.55, 
95.211.242.83 and 95.211.191.142. Those IPs could be hardcoded in the binary file, 
or they may be delivered in the communication C&C channel with the server from the
IP 176.56.184.37. The malware does not connect successfully to the IPs 88.198.6.56, 
88.198.6.55, 95.211.242.83 and 95.211.191.142. This happens because the MITM 
proxy cannot recognize the protocols used in those ports. It means, that the malware is
using the protocol in a unconventional manner.

Remote Admin.Ammyy capture without proxy (192-16 and 192-37)
The malware resolves the domain rl.ammyy.com and connects to its IP, 
176.56.184.37, in the port 80/tcp. This CC channel works fine and receives a string of 
binary data. The malware then connects to a group of four IPs: 95.211.191.142, 
95.211.242.83, 88.198.6.56, 88.198.6.54. The IPs are connected in an endless loop. In 

5 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-192-2/
6 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-192-1/
7 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-192-3/
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each loop, each IP is contacted on port 443/tcp, 80/tcp and 8080/tcp, in that order 
mostly. These IPs could be sent in the binary answer from the first CC server or they 
could have been hardcoded in the malware binary. None of the looping servers were 
correctly executing the CC. This resulted in the malware not being able to activate of 
further receive orders.
Regarding capture 192-3, we observed; first, it resolves www.msftncsi.com and 
contacts the remote server in port 80. Then, it contacts the same IP (217.182.53.102) 
on port 443. It resolves the domain rl.ammyy.com, and contacts the domain in port 80 
and exchange binary information. Then it contacts the IP 95.211.191.142, port 443 tcp
(it sends some binary information). Repeating this process in an endless loop.

4.3     Capture Kover.B (ID 219)

The malware executed is probably a trojan called Kover.B, it was executed with proxy
and without proxy. In both cases, the malware contacted the remote Command and 
Control server in port 443/TCP and established an encrypted channel.

Capture Kover.B with proxy (ID 219-18)
First, the malware tries to establishes a Command and Control channel with the IP 
42.2.231.204 on port 80/TCP, with 149.80.126.178 on port 8080/TCP and with 
119.116.67.233 on port 443/TCP. Most of them used an unknown encryption protocol.
These connections failed because the proxy could not understand them. The only 
connection that is successful with the IP 42.2.231.204 because it used real HTTP. 
Then, the malware attempts to create C&C channels on port 8080/TCP and 443/TCP 
with several IP addresses. Most of these also failed for the same reason. When all 
these connections failed, the malware establish a C&C channel with the IP 
185.117.72.90 on port 80/TCP using HTTP protocol. The malware contacted 5,130 IP 
addresses using port 80/TCP, but only 4 of them were successful. This is in huge 
contrast with the execution of this malware without proxy, were approximately 560 
were successful.

Capture Kover.B without proxy (ID 219-29)
The malware starts by creating a C&C channel with the IP addresses 179.13.161.66 
on port 80/TCP, with 143.241.134.70 on port 443/TCP and with 214.146.130.191 on 
port 443/TCP.  These IP do not answer any more.
Then, the infected computer establishes a connection to www.microsoft.com, which is
odd for any malware. Since the Windows computer is configured not to update, this 
may be a result of the malware opening another process. There are also connections to
www.download.windowsupdate.com
At the same time, the malware tries to connect to at least 20 different IP addresses on 
port 443/TCP. Most of them do not respond. The IP that answers is 198.144.30.128 on
port 443/TCP, related with the domain store.korfx.com. It is clear that these IP are 
hardcoded in the malware. During the operation of the malware several IPs addresses 

8 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-219-1/
9 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-219-2/
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were contacted on ports 80 and 443/TCP, trying to find C&C servers. With most of 
them the protocol is a custom encryption. With others, such as 189.241.104.183 on 
port 80/TCP, the communication uses HTTP and the data uses a custom encryption. 
The malware contacted 5,334 different IP addresses on port 80/TCP trying to reach 
different C&C servers. However, 4.767 of them were not working. Only 4 IP 
addresses were contacted on port 443/TCP as C&C servers.

4.4    Capture Trojanized BitTorrent with Open Candy (ID 208)

This malware is probable a BitTorrent client that was trojanized with the adware Open
Candy. It was executed twice; with and without proxy. In the two scenarios, the 
malware contacted the port 443/TCP and established a communication with a remote 
server. However, it was not an encrypted communication.
This capture is shown as an example of how there may be situations where the use of 
MITM proxy does not have an impact in the traffic. Since this malware does not have 
a Command and Control channel, it did not have any issue with the proxy.

Trojanized BitTorrent with Open Candy capture with proxy (ID 208-110) 
During this execution, the malware resolved different domains (i-50.b-
000.xyz.bench.utorrent.com, i-21.b-42606.ut.bench.utorrent.com and 
bittorrent.vo.llnwd.net) related with the operation of BitTorrent. Most of the 
connections and updates are done using port 80/TCP. Some IP addresses are also 
contacted using UDP packets, due to the operation of the P2P protocol. Finally, it 
contacts other domains (previously contacted using the port 80), using the port 
443/TCP. This process is repeated several times during the capture.

Capture Trojanized BitTorrent with Open Candy without proxy (ID 208-211). 
This capture has the same behavior as the previous capture (208-1, with proxy). It 
contacts some domains on port 80, and then it establishes an SSL communication with
those IPs on port 443.

4.5 Discussion

After executing the malware with and without the web TLS proxy interception we 
discover a very important characteristic of the problem studied: the behavior of most 
malware changed when it was executed with a proxy. The most important findings are
three. First, while using the interceptor proxy, certain amount of malware, was not 
able to communicate with the Internet at all, because the protocol used on port 
443/TCP was not TLS. Therefore, the proxy refused to establish the connection. This 
forced the malware to new actions. Second, when the malware didn’t achieve the 
connection to its remote servers, two new behaviors were observed: (1) the malware 
tried to reconnect continually to its C&C server, generating huge noise in the network,

10 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-208-1/
11 https://mcfp.felk.cvut.cz/publicDatasets/CTU-Malware-Capture-Botnet-208-2/
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and (2) the malware seek another way to connect (choosing a different port, or 
looking for others servers). An example of this difference can be seen in Figure 2 and 
Figure 3. In particular, Figure 2 describes the behavior of the malware when was 
captured with mitmproxy and Figure 3 illustrates the behavior of the same malware 
without using a proxy.  Third, some malware running with the web interceptor was 
not able to establish the C&C channel, while the capture without the web interceptor 
was able to do it. In these cases, the intercepted malware sent more than three times 
the amount of traffic compared with the not intercepted malware.

Fig. 2. Malware captured with mitmproxy

Fig. 3. Malware captured without mitmproxy

5    Conclusion and future work

The analysis of the behavior of malware inside an encrypted connection is difficult. 
For this reason, we consider our malware dataset and analysis of encrypted behavior a
step forward in this topic. There are two main conclusions regarding the impact of 
using a proxy for malware analysis. First, we observed a large amount of malware 
using a custom protocol on ports reserved for the HTTPs/HTTP protocols (ports 80, 
8080 and 443). Blocking these connections forced the malware to generate new 
behaviors. Second, we noticed that malware's behavior can change in undefined ways 
when an intercepting proxy is used. Therefore, the implementation of a proxy should 
be carefully considered to detect malware in the network.
As future work, we will analyze more in detail other features in the captures. First, to 
detect which malware we are executing and second, to identify which version of the 
protocol the malware is using. When we executed the malware samples, we were 
provided of information from virus total and hybrid analysis. Even though this site is 
the more important virus database, it provides information from the possible name of 
the malware. For that reason, we consider that it is essential to verify which malware 
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are we really executing. Second, we compared the differences between the malware 
that was using encrypted communication and not, but we did not analyze the version 
of the encryption protocol it was using. 
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Abstract. Currently there are several frameworks for the development of 3D mo-

bile applications, but all of them have a common issue: performance is a critical 

aspect to consider, even more relevant than in desktop computers, which gener-

ally have a greater computing power. The profiling or performance analysis tools 

that these frameworks have can help, to some extent, to determine the possible 

existence of bottlenecks in the execution of applications. However, this type of 

tool has certain limitations such as covering only a spectrum of the possible 

causes of the problem or limiting the analysis to certain scenarios in particular. 

This article proposes an evaluation and impact measurement of the key features 

related with performance on 3D mobile applications.  

Keywords: Unity engine, mobile devices, 3D applications, performance 

1 Introduction 

Nowadays, mobile devices are increasingly sophisticated and their technological evo-

lution allows them to execute complex applications with rigorous hardware require-

ments. 

However, when these applications are visual and include three-dimensional 

graphics, it is possible to notice some degradation in the flow of execution. This loss in 

execution efficiency is due to the characteristics of the device in which the application 

is executed, but also to the characteristics of the development tool and / or its imple-

mentation. 

The number of frameworks for the development of interactive 3D mobile applica-

tions is constantly increasing. Each of these frameworks have different characteristics 

that make them suitable for different types and magnitudes of project.   

By choosing a particular framework it is possible to base itself on various criteria 

such as: the existing community, the supported coding languages, the ease of use, the 

quality of the resulting 3D graphics, among others. However, one of the main points of 

interest is to obtain a good performance in terms of visualization and fluency.   
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In mobile devices, the limited processing capacity (for example, compared with that 

of desktops) is more relevant. For this reason, it is important to know the capabilities 

and limitations of the framework to be used in terms of visualization performance. 

In order to achieve this objective, this paper proposes an evaluation that allows iso-

lating, analyzing and dimensioning the incidence of the main characteristics related to 

the visual performance of 3D mobile applications. 

This evaluation provides support to the software engineer of 3D mobile applications, 

enabling the identification of factors that slow down the visual performance of these 

applications, and allowing them to adjust the critical points until achieving the desired 

fluidity. 

The rest of the paper is organized as follows: section 2 describes the motivation of 

the proposed analysis; section 3 presents the evaluation in detail; section 4 shows the 

experimentation carried out and, finally, in section 5 the conclusions and the future 

work are exposed. 

2 Motivation 

The gestation of the performance analysis proposed by this work begins during the de-

velopment process of two mobile applications: R-Info3D [1] and InfoUNLP3D [2]. The 

first application is a 3D learning environment of basic algorithmia, while the second 

one is a virtual 3D scenario of the Facultad de Informática - Universidad Nacional de 

La Plata. Both projects resulted in immersive applications, which by their nature present 

a high computational cost, mainly in terms of visualization [3]. 

Both in the implementation process and in its subsequent execution in different mo-

bile devices, limitations were found regarding the obtained performance. We proceeded 

to recognize the critical points that affected visual fluidity and determined certain 

thresholds that should not be overcome. This analysis led to modify the applications to 

achieve better performance in different types of mobile devices. 

Prior to the beginning of the development of the aforementioned tools, an analysis 

of the main free-use engines for the development of 3D mobile applications was made. 

The considered engines were: Unity [4], one of the most popular and simple to use; 

Unreal Engine [5], which compared to other engines is somewhat more complex to use 

and with higher hardware requirements; CryEngine [6], thought mainly for first person 

3D developments, its installation and use are not trivial processes. 

R-Info3D and InfoUNLP3D were developed with the Unity framework. Given that 

there is no optimal framework in all possible aspects, the choice of Unity over the rest 

of the 3D mobile development frameworks analyzed was based on a series of factors, 

among which stand out: 

 Tutorials: there are a lot of tutorials and examples that guide the new user in the 

learning process of the use of the framework. These tutorials are categorized accord-

ing to the type of development, they are audiovisual and are provided with all the 

necessary elements needed (objects, audios, images, scripts, etc). 

 Documentation: the user manual [7] is comprehensive, easy to understand and 

properly subdivided into different categories. It contains a lookup engine that facili-

tates the search of a particular topic or functionality. 
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 Software / hardware requirements: the system requirements are considerably lower 

compared to other similar frameworks. This, accompanied by a simple and fast in-

stallation, encourages the user / developer to start quickly with the use of the frame-

work.  

 Available components: it has a repository (Asset Store) where it is possible to find a 

wide variety of components that can accelerate the development of applications. It 

contains a component lookup engine that allows complex searches through different 

types of filters. 

 Ease of learning / use: the framework is versatile and allows working in two different 

languages: C # and javascript. This, added to the documentation, the tutorials, the 

repository and the existing community, generates an ideal scenario to quickly learn 

to use the framework and solve any problem that may arise in the process. 

 Community: the great popularity of Unity is a major factor when choosing it. It is 

the most used 3D framework and its community is composed of more than two mil-

lion users [8]. It contains a forum subdivided into categories where it is possible to 

raise the situations or problems that may arise during the application development 

process. 

There are different proposals for performance analysis of 3D engines for mobile appli-

cations. One of these proposals [9] evaluates the performance of the applications taking 

into account the consumption of CPU and / or GPU that they generate. Other works 

[10, 11] base their evaluation on an analysis of the main features and functionalities of 

the frameworks, resulting in a comparative table or list. 

None of these works adopt the approach proposed in the present paper, that is to give 

some kind of guidance for the development of 3D mobile applications based on the 

final achieved visualization performance. 

3 Proposed evaluation 

The main objective of the proposed evaluation is to isolate each of the main character-

istics covered by a 3D application; especially those that have a direct impact on the 

performance, response time and flow of execution of the applications generated with 

the engine [12]. 

Characteristics such as the number of polygons, lights and shadows, the use of tex-

tures and / or transparencies, the visualization of particle systems and the calculation of 

the physics of objects that make up the scene are examples of the main items to be 

evaluated. 

Although the incidence of these characteristics on performance varies according to 

the software and hardware on which the application is executed, the tests carried out 

show that there is a common pattern of performance degradation in relation to the in-

crease in visual requirements. 

Based on the previously mentioned set of characteristics, a series of independent 

tests is defined to evaluate the performance. These tests are listed below: 
 

1. Basic Mesh Rendering: simple objects without texture in motion are presented on 

screen in a scene without lighting or shadows. Objects must rotate continuously at 
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constant speed. The number of objects on the screen will grow according to the time 

elapsed. The number of frames per second (FPS) is accounted throughout the simu-

lation according to the number of objects. 

2. Complex Mesh Rendering: it consists in visualizing a complex object in movement, 

which must contain a high number of polygons. The rendering distance (clipping 

plane) increases as the test progresses. The FPS is accounted throughout the simula-

tion depending on the rendering distance. 

3. Lights & Shadows: a simulation similar to the basic mesh rendering is performed, 

but in this case the scene contains lighting and objects with projection and reception 

of shadows. The FPS is accounted according to the number of objects. 

4. Textures: a simulation similar to the basic mesh rendering is performed, but in this 

case the objects have complex textures, such as transparencies, reflections, etc. The 

FPS is accounted according to the number of objects. 

5. Particle Systems: a scene is created where new instances of a particle system are 

progressively presented (for example smoke, sparks, explosion, etc.). The FPS is 

accounted for according to the number of particle systems. 

6. Physics: a simulation similar to the basic mesh rendering is performed, but in this 

case the objects are subject to physics rules, such as gravity. The FPS is accounted 

throughout the simulation according to the number of objects. 

The use of this set of tests simplifies considerably the task of determining the critical 

points in the developed applications, thus enabling a better calibration of the analyzed 

characteristics. 

In particular for this work, cubes were used as simple objects, while for the rendering 

test of a complex object, the building model of the Facultad de Informática was chosen. 

The model used in the InfoUNLP3D application, contains more than 500,000 polygons 

and a large number of windows. Due to the latter, for the textures tests, "glass transpar-

ency" was applied to the elements. As for the particle system, one similar to that used 

by the robot in R-Info3D when executing a repositioning instruction (Pos) was gener-

ated. 

4 Experimentation 

The experiments consisted in performing the test set previously detailed over a set of 

mobile devices with different characteristics.  The devices used in the tests were three 

smartphones and two tablets: Samsung Galaxy S2 (smartphone), Samsung Galaxy J5 

(smartphone), LG L5 II (smartphone), Asus MemoPad FHD10 (tablet) y Acer B1-730 

(tablet).  These devices present considerable differences preformance-wise, and have 

different hardware architectures, such as ARM and x86. 

Figures 1 and 2 show the average values of the results obtained from the tests exe-

cuted over all the devices, considering two different quality rendering configurations 

that Unity provides: Fastest (the lowest) and Fantastic (the highest) [13]. 
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Fig. 1. FPS. Evolution of each test, Fastest quality. 

In all cases and depending on the type of test, the information is normalized accord-

ing to the possible range of minimum and maximum values for each test. In tests 1, 3, 

4, 5 and 6 the number of objects on screen starts at 1 and gradually increments through-

out the simulation until reaching a high value, such as 10000 objects.  For the test 2, the 

evolution in this case is the rendering distance, that can vary from a minimum of 200 

up to a maximum of 2000 distance units.  Additionally, the ideal frame rate considered 

is 60 FPS. 

 

Fig. 2. FPS. Evolution of each test, Fantastic quality. 
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The results of the tests offer an interesting set of conclusions, which allow the pos-

sibility for the correspondent optimization of the application.  The following observa-

tions results from applying the proposed evaluation specifically for the current case of 

study. 
 

 Basic mesh rendering using both Fastest or Fantastic quality does not present per-

formance differences.  Both curves show almost the same evolution throughout the 

simulation.     

 Light affects the performance under Fantastic quality, but not under Fastest quality, 

configuration which seems to completely ignore lights calculations.   Lights/shad-

ows rendering is one of the key factors in respect to visual performance, as it will be 

later explained in this paper.       

 The amount of polygons (+500k) under the complex mesh simulation is excessively 

high for the set of mobile devices used in the tests in order to achieve a fluent visu-

alization.  Both Fastest and Fantastic quality settings suffered the same degradation. 

 Textures application does not seem to considerably affect general performance, at 

least with the selected texture (which includes transparency), applied through a 

standard shader, and with a moderate texture size. 

 Being 2D, particle systems are not considerably affected by quality change; but a 

high number of systems prohibits the correct execution of the simulation, given the 

large amount of individual calculations required for each of the particles of each 

system. 

 Both Collision detection and Physics have a relatively minor impact over perfor-

mance, when a reasonable number of objects are displayed in the scene (for instance, 

less than 2000 cubes). 

 

Figure 3 shows the FPS coefficient between Fastest and Fantastic quality configu-

rations.  A value of 1 implies that the test behaves the same under both configurations; 

whereas a value greater than 1 implies a factor of degradation under Fantastic relative 

to Fantastic, and a value less than 1 implies the opposite.  Thanks to test 3 is possible 

to clearly appreciate the performance degradation under Fantastic configuration, with 

an average of 50% less fluent than Fastest configuration (which obviously relegates 

graphical quality in this matter). 
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Fig. 3. FPS. Fastest vs. Fantastic. 

Additionally, as previously explained, the complexity of the object to be renderized 

(test 2) equally impacts on both Fastest and Fantastic configurations, and after certain 

threshold there is practically no distinction between each configuration.    

Thanks to this analysis, it was possible to achieve an acceptable balance between 

graphical quality and visualization fluency in each of the developed applications in 

Unity.  Figure 4 presents a scene of InfoUNLP3D application with the highest possible 

level of detail, considering characteristics such as textures, lights and shades; but with 

a extremely poor FPS performance.  Figure 5 shows the same scene once modified in 

order to achieve máximum fluidity, although relegating in excess the characteristics 

previously mentioned.  Figure 6 presents the achieved results thanks to the selected 

optimal calibration, based on the results of the tests.  In this calibration both image 

quality and visualization fluidity is considered.   For instance, the use of spot lights is 

omitted in order to avoid shadow processing, given that the objetive of the application 

is not to present a photorealistic rendering, but to serve as a reference guide for students. 
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Fig. 4. InfoUNLP3D. Maximum level of detail. 

 

Fig. 5. InfoUNLP3D. Minimum level of detail. 

Under this context, a new feature was added to the Info UNLP 3D application that 

allows the user to configure the rendering distance (and therefore the number of poly-

gons on the scene).  By avoiding rendering the most distant elements in the scene, flu-

idity is gained without losing functionality, which is based on navigate the building 

gathering information about the nearby rooms.  This new option allows the use of the 

application on devices with lower processing power. 
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Fig. 6. InfoUNLP3D. Selected optimal calibration. 

5 Conclusions and future work 

The present paper proposes a set of heuristics that allows to establish the key factors 

that degrade visualization fluidity of 3D mobile applications.  

Thanks to the proposed evaluation method it is possible to identify these factors in 

order to redesign an application and considerably reduce performance problems.  

As a proof of concept and to test its effectiveness, the evaluation method was applied 

over Unity engine.  Simulation tests were carried on, gathering as a result the required 

information in order to execute the correspondent optimizations on the applications de-

veloped with the mentioned engine. 

As starting point, a 3D mobile application developer has a set of guidelines to con-

sider in order to aid visual performance optimization. 

As a future work, the same evaluation method will be applied over other 3D mobile 

application engines such as Unreal Engine or CryEngine, and ideally will be perform a 

comprehensive performance comparison between these frameworks for each of the 

evaluated characteristics. 
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Abstract. This work proposes a protocol aimed to form homogeneous 
experimental pairs of programmers to ensure that two individuals with the same 
characteristics are undistinguishable in terms of their abilities as programmers. 
This protocol enables the measurement and evaluation of the characteristics of 
programming languages independently of the programmers’ skills or the lack of 
them. A test case is presented so that it validates the protocol. To this end, the 
protocol will be applied to a group of C language programmers to show that the 
members of the experimental pairs formed do not show significant differences, 
in terms of quality and time, in the coding of a specification. 

Keywords: experimentation in software engineering, protocol, experimental 
pair programmers, programming 

1   Introduction 

At present, there is a great diversity of programming languages and this often makes it 
difficult to select the language that better adapts to the needs of a given development. 
The selection of a programming language to find a solution entails multiple factors of 
analysis, many of which are subject to the generated source code and the time 
employed to generate it. 

Using the systematic reviews method [1], a documentary research has been 
conducted on studies which discuss the metrics that can be established on the 
generated code with a given programming language [2][3][4] and [5]. When metrics 
are used to determine whether a language is the best choice compared to another one, 
it must not be overlooked that such metrics only focus on the resulting code and do 
not take into consideration the characteristics of the programmer who built the code. 
This may result in the sub classification or over classification of a language as a result 
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of the skills or the lack of them of the programmers using it. This poses a problem 
when it comes to designing an experiment to determine the language to be used, since 
the group of programmers who use language A may have a higher level of knowledge 
than the group of programmers who use language B or vice versa, which would 
impact on the results of the experiment. One possible solution to this problem would 
be to have a group of programmers who can solve the same task in the languages that 
are being evaluated. 

Beyond the difficulty in gathering this group of individuals with the necessary 
knowledge in each language to be evaluated, this solution poses some additional 
difficulties which arise when designing experiments.  

Both Juristo and Moreno [6] and Wohlin [7] argue that the experiments performed 
in the field of software engineering are strongly influenced by the characteristics of 
the individuals, like in other sciences, generally known as social sciences. Juristo and 
Moreno [6] enumerate some issues related to social factors and the specific 
characteristics of the software development that must be taken into consideration 
when designing experiments. 

 Learning effect: If an individual should solve the same issue applying different 
programming languages, it is highly probable that they will learn more and more 
about the issue and that the final result will be better than the first one, simply 
due to the fact that the individual knows more about the issue rather than due to 
the fact that the programming language is better. 

 Boredom effect: the individuals get bored or tired of the experiment and put less 
effort and interest as time passes by.  

 Enthusiasm effect: It may happen that the individuals who use an old 
programming language are not motivated to do a good job while those who use a 
new programming language are. 

 Experience effect: when performing an experiment that involves programmers, it 
is to be expected that there will be different levels of both knowledge and skill 
about the programming language used. 

 Unconscious formalization: it happens when the same individual uses two or 
more programming languages with different levels of definition or formality. 

 Setting effect: the emotional state of participating individuals is closely related to 
their performance. 

A set of actions to consider so as to control the abovementioned effects is 
described below:  

 Learning effect: do not use the same group of individuals to work on a 
development using more than one programming language. 

 Boredom effect: motivate the individuals who perform the experiment in the 
same way regardless of the group they belong to. 

 Enthusiasm effect: do not inform the individuals about the hypotheses or 
objectives of the experiment. 

 Experience effect: to control this effect, experimental pair programmers who are 
undistinguishable in terms of their knowledge and skills regarding the 
programming language will be formed. 
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 Unconscious formalization: aspects regarding the level of knowledge of each 
individual should be considered when it comes to the programming language 
employed when forming the experimental pair. 

 Setting effect: it must be taken into consideration that all the steps of the 
experiment should be carried out under the same conditions. 

In the field of software engineering, it is common to face a need to perform 
experiments with a reduced group of people who apply different treatments on the 
objects of study. Taking into account that comparing experimental units within 
homogeneous pairs not only increases the accuracy of the analysis but also allows us 
to control most of the undesired effects [6] when performing an experiment, this work 
is based on the hypothesis that it is possible to form homogeneous experimental pairs 
of programmers and that, therefore, two subjects with the same characteristics are 
undistinguishable in terms of their abilities as programmers. This hypothesis leads to 
the following research questions: is it possible to form undistinguishable experimental 
pairs in terms of abilities and skills as programmers? If so, do they require the same 
amount of time to solve the same task with the same programming language?  

In (Section 2), a protocol for the formation of experimental pairs programmers is 
proposed. In (Section 3), the validation of the protocol is performed through a pilot 
test; and in (Section 4), conclusions and future lines of research are presented.  

2   Proposal for the Formation of Experimental Pair Programmers 

When it comes to deciding how to form homogeneous pairs of programmers, the 
authors adhere to Campbell [8], who argues that many factors may indirectly affect 
the performance of an individual, but only three are direct determinants of 
performance: knowledge, skill and motivation. For this reason, a protocol will be 
designed with the aim to form experimental pairs of programmers who are 
homogeneous in terms of both level of knowledge and skills, and it will be assumed 
that the participants to be characterized do not show significant differences regarding 
motivation.  

The first step consists in identifying the methods used to categorize programmers 
in other experimental research studies (Section 2.1). Then, the guidelines considered 
for the design of the categorization instruments used in the experiment are described 
(Section 2.2). Lastly, (Section 2.3) presents a mechanism to form homogeneous 
experimental pairs of programmers based on the characterization made.   

2.1   Programmers’ experience 

Like in most human activities, individual performance in software development varies 
considerably from one person to another and mechanisms should be articulated so that 
such variations do not affect the results of the study. Feigenspan et al. [9] conducted a 
documentary work which analyzed 161 publications and found nine ways used by 
researchers to determine a programmer’s experience. These authors define experience 
as the amount of knowledge acquired regarding the development of programs. 
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 Years: in forty-seven works, the number of years a programmer had been 
programming in general or in a company or in a certain language was used to 
determine their experience in the programming field.  

 Education: In nineteen of the articles reviewed, participants’ education was used 
to indicate their experience, which included information about the level of 
education obtained (pre-university, undergraduate, graduate, etc.) or the grades 
obtained in their course of studies. 

 Self-estimation: In twelve works, participants were asked to estimate their own 
experience. 

 Specific survey: In nine works, the authors applied a survey to evaluate 
programming experience.  

 Size: the size of the programs written by the participants was used as an indicator 
in six articles. 

 Exam: In three works, an exam on programming was administered to evaluate the 
experience of the participants.  

 Supervisor: In two works, in which professional programmers acted as 
participants, a supervisor was in charge of estimating their experience.  

 Not specified: authors often argue that programming experience was estimated 
but they did not specify how. That was the case in thirty-nine works.  

 Not controlled: programming experience was not mentioned at all in forty-five 
works, which compromises the validity of the corresponding experiments. 

2.2 Characterization of programmers  

It is necessary to develop a characterization method that is not based on the 
perception that each individual has on their own skill as a programmer since less 
competent people tend to overestimate their skills because they do not have enough 
knowledge to recognize their own limitations and it is also common for more 
prepared people to tend to underestimate their achievements and competences [12]. 
This characterization is aimed at establishing a set of the programmer’s abilities in 
order to find programming pairs that may be considered homogeneous. The purpose 
of the characterization is to ensure that two individuals with the same characteristics 
are undistinguishable in terms of their abilities as programmers. To this purpose, it 
was decided that a broad set of skills of the programmer would be analyzed. The 
authors agree on the idea that the elaboration of a characterization based only on few 
criteria may result in serious errors. Some characteristics of the programmers are not 
related to the programming language and others are dependent upon it. For this 
reason, guidelines to develop two characterization instruments will be set, one 
disregarding the programming language (in Spanish, CILP) and another taking into 
account the programming language (in Spanish, CDLP). There exists a large number 
of measures to capture attributes of software processes and products which have 
traditionally been performed by relying on the experts’ proficiency, and this situation 
has frequently led to a certain degree of inaccuracy in the definitions, properties and 
assumptions of the measurements, making the use of measurements difficult, their 
interpretation dangerous and the results of many validation studies contradictory [10]. 
For the development of characterization tools, the general procedure for the design of 
a measurement instrument proposed by Sampiere [11] and the method for the 
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definition of valid measurements proposed by Genero, Cruz-Lemus and Piattini [10] 
were taken into account, adapting such procedures to the needs of this work.  

Due to issues related to the synthesis demanded by this publication, it is not 
possible to detail each of the steps followed to define either the instruments or the 
content of each of their dimensions. 

Table 1 presents the content domains of the variable (dimensions), the indicators 
for each dimension and the nomenclature proposed for the dimensions of the 
instrument that will be used for the independent characterization of the programming 
language. 

Table 2 shows the content domains of the variable (dimensions), the indicators for 
each dimension and the nomenclature proposed for the dimensions of the instrument 
that will be used to measure the dependent characterization of the programming 
language. 

Regarding the decision on the type and format of the instrument and the context of 
its administration, the mixed procedure for data collection will be used, consisting of 
two questionnaires (CILP and CDLP) and an interview. 

In order to minimize characterization errors, once the participant has answered the 
questionnaire, an individual interview will be conducted in which the interviewer will 
ask some questions so that the participant can justify their answers. If the participant 
provides a correct justification, the interviewer will consider it valid. 

The context of administration will be a room with one computer for each 
programmer since the first phase, the one related to the questionnaire, is self-
administered. Therefore, this can be done individually or simultaneously with a group 
of people. Then, the interview is conducted individually. 

Table 1. Variable, dimensions, nomenclature for each dimension and their indicators. 

Variable 
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measured 
Dimension Nomenclature Indicator 
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Education level 
CILP1 

 

It refers to the education level attained by 

the participant, whether formally or 

informally.  

Experience 

CILP2 

It refers to the years of experience as a 

programmer and to the number of 

languages the participant declares to 

know. 

Comprehension of 

a specification CILP3 

Ability of the programmer to understand a 

simple specification and the time spent on 

it. 

Comprehension of 

a pseudocode  
CILP4 

 

Ability of the programmer to interpret the 

operation of pseudocode blocks and the 

time spent on it.  

Algorithmic 

ability CILP5 
Ability of the programmer to develop a 

solution with pseudocode and the time 

spent on developing such solution. 
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Table 2. Variable, dimensions, nomenclature for each dimension and their indicators. 

Variable 
to be 

measured 
Dimension Nomenclature Indicator 
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Language 

chosen CDLP1 

 

It refers to the programming language 

that the participant declares to handle 

more fluently and to the years of 

experience using it.  

Theoretical 

knowledge  
CDLP2 

It refers to the level of knowledge that 

the participant has on theoretical aspects 

of the programming language. 

Comprehension 

of the source 

code 

CDLP3 

 

Ability of the programmer to interpret 

the operation of pseudocode blocks and 

the time spent on it. 

2.3   Mechanism to form experimental pairs 

It is important to design a mechanism to ensure that the experimental pairs are formed 
by homogeneous subjects, which means that, according to their characterization, they 
should be undistinguishable or have negligible differences. 

Criterion for the use of variables. Multiple variables emerge from the 
characterization procedure, some of them related to characteristics which are 
independent of the programming language and others related to characteristics 
dependent on the programmer’s performance in a certain programming language. 

Normalization. The normalization process consists in converting the values of the 
independent variables so that they are expressed in the range [0-10], regardless of 
their original scale. This step will ensure that none of the variables included in the 
distance calculation is weighted more heavily than the others. 

Penalty for time spent. Each of the variables measured is accompanied by the time 
spent by the participant to complete the exercises related to such variable. In order to 
form experimental pairs which are undistinguishable not only in terms of knowledge 
but also in terms of time required to solve a task, a score penalty will be applied 
according to the time spent on the it. The score obtained will be reduced by 10% 
every 5 minutes. 

Distance calculation. In a scenario where multiple variables need to be evaluated, all 
of them quantitative and whose values belong to the interval [0,10] after the 
normalization process, the criterion used to determine the distance between two 
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subjects must be defined. Since an n-dimensional space is being considered, the 
Euclidean distance calculation will be applied. 

 

Figure 1. Euclidean distance [15] 

The calculation of the distance between participants will be performed, where the 
value of the module of the difference between variables of the same type does not 
exceed a threshold. This restriction will make it possible to establish the maximum 
distance tolerated, which shall not entail a significant difference in a single variable. 

Algorithm for the selection of experimental pairs. The algorithm follows a 
sequential process in which it makes a decision at each step. It must select the 
minimum distance among the options available and then in the next step the algorithm 
has an identical problem, but with fewer options than in the previous step, and applies 
the same selection function to make the following decision [14]. 

3   Case for the Validation of the Protocol 

A series of actions were taken to demonstrate the level of initial reliability and 
validity of the measurement instruments. The characteristics included in the formation 
of experimental pairs are: Comprehension of a Specification (CILP3), Comprehension 
of a Pseudocode (CILP4), Algorithmic Ability (CILP5), Theoretical Knowledge 
(CDLP2) and Comprehension of the Source Code (CDLP3). 

To perform the initial pilot test, we recruited people of legal age who declared to 
know C programming language, and formed a group of 14 programmers. After each 
participant was characterized, they were asked to solve a task of medium complexity. 
Then, the protocol for the formation of experimental pairs of programmers was 
applied in order to determine whether the members of each experimental pair showed 
any significant differences in solving the task. If the experimental pairs formed by 
applying the protocol do not present significant differences when solving the same 
task using the same language, both the instruments and the protocol for the formation 
of experimental pairs can be deemed to have reached a stable version. 

The results obtained from the characterization process are shown in Table 3. Table 
4 presents the corresponding distance matrix. The intersections painted in black 
represent the subjects who should be ruled out since they have shown a distance over 
fifty percent in at least one of their dimensions. The experimental pairs obtained after 
applying the algorithm are highlighted in gray. Finally, the time differences between 
the programmers in each experimental pair are presented Table 5. 
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Table 3. Normalized results of the characterization. 

Subject CDLP2 CDLP3 CILP3 CILP4 CILP5 

1 2.40 0.00 10.00 0.00 1.64 
2 8.10 6.75 9.00 5.00 6.36 
3 6.40 4.00 7.50 5.00 2.73 
4 9.00 9.00 4.50 5.00 6.36 
5 6.30 2.25 6.75 7.00 2.18 
6 7.20 6.00 4.50 9.00 0.67 
7 8.10 0.00 7.50 4.50 1.48 
8 5.60 2.25 10.00 4.50 4.43 
9 8.00 4.50 6.75 9.00 2.96 

10 6.30 4.50 4.50 4.50 7.64 
11 7.20 2.50 6.75 5.00 1.86 
12 9.00 6.75 9.00 9.00 5.45 
13 5.60 0.00 7.50 5.00 7.00 
14 6.40 0.00 9.00 4.50 3.87 

Table 4. Distance matrix 

ID 2 4 5 7 9 11 12 14 

2 - 5.11 7.07 
 

6.14 6.65 4.20  

4 5.11 -   7.34 
 

6.49  

5 7.07 
 

- 3.95 3.54 2.23 6.88 4.38 

7   3.95 - 6.58 2.83 
 

9.20 

9 6.14 7.34 3.54 6.58 - 4.67 4.17 7.00 

11 6.65 
 

2.23 2.83 4.67 - 7.44 4.03 

12 4.20 6.49 6.88 
 

4.17 7.44 -  

14   4.38 9.20 7.00 4.03  - 

Table 5. Differences in time spent by each member of the experimental pair 

Subjects 
Difference 

Time % 

2 4 6 7.06% 

5 11 3 2.48% 

7 14 5 4.76% 

9 12 5 4.35% 

 
With regard to the time spent to perform the characterization, the average time for 

the characterization that was independent of the programming language was 28 
minutes; for the characterization dependent on the programming language, the 
average was 19 minutes; and for the interview, an average of 6 minutes was used for 
each participant. In Table 5, it can be observed that there are no significant 
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differences between the members of the experimental pairs of programmers in 
relation to the time spent on solving the same task. 

4 Conclusions and Future Work 

With the aim of proposing a protocol for the formation of experimental pairs of 
programmers, a document analysis was conducted on the benefits brought by this type 
of experiment to the software engineering sector. Two instruments were designed to 
characterize programmers. Using the data obtained from these characterization 
instruments, a procedure for the formation of experimental pairs was defined. 

Finally, a validation case was implemented to verify whether the members of the 
experimental pairs obtained showed any differences in solving the same programming 
task. 

It can be concluded that in terms of the formation of experimental pairs of 
programmers, the protocol worked satisfactorily and it is thus considered to have an 
acceptable level of reliability, validity and objectivity since it was consistent in the 
results provided. 

The future lines of work identified are the need to: (1) apply the protocol to other 
programming languages and (2) use the protocol to form experimental pairs of 
subjects using different programming languages in order to determine whether a given 
programming language affects computing productivity. 

References 

1. Argimón, J. Métodos de Investigación Clínica y Epidemiológica. Elsevier España. 84-8174-
709-2. (2004). 

2. Halstead, M.. Elements of Software Science. Elsevier Science Inc., New York, NY, 
USA.(1977). 

3. McCabe, T. J. A complexity measure. IEEE Transactions on software Engineering , 4, 308-
320. 1976. 

4. Riaz, M., Mendes, E., & Tempero, E. A systematic review of software maintainability 
prediction and metrics. In Proceedings of the 2009 3rd International Symposium on 
Empirical Software Engineering and Measurement (pp. 367-377). IEEE Computer Society. 
2009. 

5. Rilling, J., y Klemola, T. Identifying Comprehension Bottlenecks Using Program Slicing and 
Cognitive Complexity Metrics. 10th IEEE Working Conference on Reverse Engineering. 
10, pp. 115-125. Oregon, USA: IEEE. 2003. 

6. Juristo, N., & Moreno, A. M. Basics of software engineering experimentation. Springer 
Science & Business Media. 2013 

7. Wohlin, C., Runeson, P., Höst, M., Ohlsson, M. C., Regnell, B., & Wesslén, A. 
Experimentation in software engineering. Springer Science & Business Media. 2012. 

8. Campbell, J. P., McCloy, R. A., Oppler, S. H., & Sager, C. E. A theory of performance. In 
Schmitt, N., Bormann, W.C. et al. (Eds.), Personnel selection in organizations, 35-70, San 
Francisco, Jossey-Bass. 1993. 

9. Feigenspan, J., Kästner, C., Liebig, J., Apel, S., & Hanenberg, S. Measuring programming 
experience. In Program Comprehension (ICPC), IEEE 20th International Conference on (pp. 
73-82). IEEE. 2012. 

246



10. Genero, M., Cruz-Lemus, J. A., Piattini, M.: Métodos de Investigación en Ingeniería del   
Software. RaMa 2014. 

11. Sampieri, R. H., Collado, C. F., & Lucio, P. B. Metodología de la investigación. México: 
McGraw-Hill. 2010. 

12. Kruger, J., & Dunning, D. Unskilled and unaware of it: how difficulties in recognizing one's 
own incompetence lead to inflated self-assessments. Journal of personality and social 
psychology, 77(6), 1121. 1999. 

13. Wilking, D., Schilli, D., & Kowalewski, S. Measuring the human factor with the rasch 
model. In Balancing agility and formalism in software engineering (pp. 157-168). Springer 
Berlin Heidelberg. 2008. 

14. Soriano, M. A. Algoritmos Voraces. Facultat d’Informàtica, U.P.C. Consultado el  3 de 
Enero de 2017, disponible en http://www.cs.upc.edu/~mabad/ADA/curso0708/GREEDY.pdf. 
2007. 

15. Deza, Elena; Deza, Michel Marie. Encyclopedia of Distances. Springer. p. 94. 2009. 

247



Recommender System Based on Latent Topics
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Abstract. Collaborative filtering is one of the most used techniques
in recommender systems. The goal of this paper is to propose a new
method that uses latent topics to model the items to be recommended.
In this way, the ability to establish a similarity between these elements is
incorporated, improving the performance of the recommendation made.
The performance of the proposed method has been measured in two very
different contexts, yielding satisfactory results. Finally, the conclusions
and some future lines of work are included.

Keywords: Recommender Systems, Collaborative Filtering, Latent Topic
Modeling.

1 Introduction

Recommender systems analyze patterns of interest to users such as articles or
products, to provide personalized recommendations that satisfy their preferences
[1]. Suggestions intervene in various decision-making processes, such as which
items to buy, which movies to watch, or which books to read. The term item is
used to indicate what the system recommends to users [2]. For this purpose, it is
necessary to model the items that are to be recommended. Generating of a model
from the textual and unstructured information of a set of items represents a great
challenge. The analysis of latent topics has emerged as one of the most efficient
methods for classifying, grouping and retrieving textual data. Discovering topics
in short texts is crucial for a wide range of tasks that analyze topics, such as
characterizing content, modeling user interest profiles, and detecting latent or
emerging topics. The BTM biterm topic model [3] allows to efficiently extract
the topics that characterize a set of short texts. BTM can obtain the underlying
topics in a set of documents and a global distribution of each topic within each
of them, through the analysis of the generation of biterms.

The most common approach for a recommender system is the collaborative
filtering technique based on neighborhood models. Its original form is based on
the similarities between users [4]. These user-user methods estimate unknown
scores based on registered scores of like-minded users. Subsequently, the anal-
ogous approach became popular but now taking into account the similarities
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between items [5] [6]. In these methods, a score is calculated using assessments
made by the same user on similar items. Better scalability and improved accuracy
make the item approach more favorable in many cases [7] [8]. In addition, item-
item methods are more likely to explain the reasoning behind the predictions.
This is because the users are familiar with the elements previously preferred by
them, but do not know the supposedly similar users. Most item-item approaches
use a measure of similarity between the ratings they have.

This paper proposes a method based on the item-item approach that uses
a model of latent topics to model the items that need to be recommended and
establishes a similarity between these elements that improve the performance of
the recommendation. The evaluation of the proposed method is done through a
set of educational materials from the Merlot [9] digital repository and a movie
dataset from MovieLens [10]. This article is organized as follows: the second
section describes the extraction and modeling of latent topics, the third section
describes the proposed method, the fourth section shows the experimental re-
sults. Finally, the fifth section presents the conclusions and future lines of work.

2 Extraction of Latent Topics

For the extraction of the topics in the descriptions of the items, BTM (Biterm
Topic Model) was used, which is an unsupervised learning technique that dis-
covers the topics that characterize a set of brief documents.

Let a set of ND documents be called corpus where W is a set of all the words
of the corpus, a topic is defined as a probability distribution over W . Therefore,
a topic can be characterized by its T most likely words. Given a K number
of topics, the objective of BTM is to obtain the K distributions on each of the
words. A “biterm” denotes a pair of words without order that co-occur in a short
document. In this case, two different words in a document construct a biterm.

Given a corpus with ND documents and a W unique-word vocabulary, it is
assumed to contain NB biterms B = {bi}NB

i=1 with bi = (wi,1 ∈ W,wi,2 ∈ W ),
and K topics expressed over W . Let z ∈ [1,K] be a variable to indicate a topic.
The probability P (z) that a document in the corpus is of a topic z, defined as
a multinomial K-dimensional distribution θ = {θk}Kk=1 with θk = P (z = k)

and
K∑

k=1

θk = 1. The distribution of words by topic P (w|z) can be represented

as a matrix Φ ∈ RK×W where the kth row φk is a multinomial distribution

W -dimensional with input φk,w = P (w|z = k) and
W∑

w=1
φk,w = 1. Given the

parameters α and β, the main assumption of the model is that each of the
documents of the corpus were generated in the following way:

1. A topic distribution θ ∼ Dirichlet(α) is chosen for all the corpus
2. For each topic k ∈ [1,K]

– A word distribution is extracted for the topic φk ∼ Dirichlet(β)
3. For each biterm bi ∈ B
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– A topic assignment is extracted zi ∼Multimonial(θ)

– Two words are extracted wi,1, wi,2 ∼Multimonial(φzi)

Taking into account the generation mechanism assumed by BTM, the likelihood
can be obtained for the entire corpus given the parameters α and β from the
probability of each of the biterms:

P (B|α, β) =

NB∏
i=1

∫ ∫ K∑
k=1

P (wi,1, wi,2, zi = k|θ,Φ)dθdΦ (1)

=

NB∏
i=1

∫ ∫ K∑
k=1

θkφk,wi,1φk,wi,2dθdΦ (2)

Obtaining exactly the parameters θ and Φ that maximize the likelihood of
(2) is an intractable problem. Following the proposal in [11], the parameters θ
and Φ can be approximated using Gibbs sampling [12].

To infer the topics of a document, that is, to evaluate P (z|d) for the document
d, the proportion of topics of a document is derived through the topics of the

biterms. If d contains Nd biterms, {b(d)i }
Nd

i=1,

P (z|d) =

Nd∑
i=1

P (z|b(d)i )P (b
(d)
i |d) (3)

2.1 Evaluation Criterion

To evaluate the quality of the topics obtained, the coherence metric proposed
by Mimno et al. [13] is used. Given a topic z and its T most probable words

V (z) = (v
(z)
1 , ..., v

(z)
T ) where v

(z)
i ∈W for i = 1...T , the coherence score is defined

as:

C(z;V (z)) =
T∑

t=2

t∑
l=1

log D(vt
(z),vl

(z))+1
D(vl

(z))

where D(v) is the frequency of the word v in all documents, D(v, v′) is the
number of documents where the words v and v′ co-occur. The coherence metric
is based on the idea that words that belong to the same concept will tend to
co-occur within the same documents. This is empirically demonstrable because
the coherence score is highly correlated with the human criterion.

To evaluate the overall quality of a set of topics, the average of the coherence
metric is calculated for each of the topics obtained 1

k

∑
k C(zk;V (zk)). These

results allow us to determine the number of topics that best represent the entire
corpus.
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3 Method Proposed

Let K be the number of topics that represent a set of items, each of them is
modeled according to the probability distribution shown in (3).

Given a list of m users U = u1, u2, .., um and a list of n items I = i1, i2, ..., in,
each user has a list of items Iu, with a score associated to each item rui. Each
item is assigned a score of 1 to 5.

In order to evaluate the similarity between two items from the probability
distributions obtained with BTM, the proposed method uses the divergence of
Kullback-Leibler [14]. Given two probability distributions P and Q, the diver-
gence function is defined as:

DKL(P,Q) =
∑

i P (i) log
P (i)

Q(i)

From this divergence, it is possible to define the similarity between two items
p and q as follows:

sim(p, q) = exp(−DKL(p, q))

To estimate the rating of a new item m given a user u, the following method
is proposed to predict r̂um:

1. The probability distributions are obtained for each of the items that the user
evaluated Iu, as shown in the 2 section.

2. The probability distribution of the material m is obtained.
3. The similarity sim of m is calculated with each Iuj

.
4. The similarities are ordered, and the first t are chosen, where t is a parameter

that defines the size of the neighborhood to be considered.
5. From the most similar t, the prediction is calculated:

r̂um = µm +

t∑
j=1

sim(m, j)(ruj − µj)

t∑
j=1

sim(m, j)

where ruj is the score of item j given by user u, and µj and µm are the
average scores of j and m respectively.

4 Experimental Results

Two databases were used in this work, one of educational materials and the other
one of films. The first one provides information on users and Computer Science
educational materials in the Merlot [9] digital repository. The data involves more
than 984 materials and more than 260 users who uploaded, evaluated or com-
mented on each of the publications. Also, public information about publications

251



and users was available. The data extracted from each of the publications was: ti-
tle, type of material, date of creation, date of update, user who made it, reviewer
review from 1 to 5, user review from 1 to 5, comments, and the unstructured
textual description. The second dataset is about movie ratings in MovieLens[10].
This dataset contains 100,000 scores from 1 to 5 by 943 users for 1682 movies,
where each user rated at least 20 movies; of the films the title and the date are
known; and in addition, the arguments of each of them were collected.

When it comes to operating with textual information, it is necessary to resort
to Text Mining techniques in order to represent each description in a vector of
terms. This was carried out through a process consisting of several stages. In
a first stage, the contents were unified in a single language. Then a stopwords
filter was applied, which is responsible for filtering the words that match any
indicated stopword. English language stopwords were filtered; words relating to
the context. URLs and non-text characters were also deleted. Then, each word
in the text was reduced to its root by applying the Snowball [15] stemming algo-
rithm. The importance of this process is that it eliminates syntactic variations
related to gender, number and verbal time. Once the roots of each of the words
are obtained, the frequency of appearance of each of them in the publications
was calculated and the words that appear more than once were chosen.

From the structured textual information, the modeling of latent topics was
obtained through BTM for the set of educational materials and films. To evaluate
these models, for each number of topics between 2 and 30, the coherence obtained
was averaged, randomly sampling the test and training set in 1000 iterations.
Figure 1 shows the average of the coherence of the model with respect to the
quantity of topics extracted in the material dataset. The number of topics in
which there is a break in the growth of the function of average coherence is of
interest. In this case, the optimal value is between 5 and 7 latent topics.

Fig. 1. Materials dataset. Average coherence for different Ks
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Table 1 shows the topics obtained with K = 7 for the materials dataset. For
each of the topics, the six most important words are shown, i.e., those that are
more likely to belong to that topic.

Table 1. Materials dataset. Model of topics obtained with BTM

Topic Most important words in the topic

1 programming software data algorithms design

2 information technology computing internet systems

3 programming java language tutorial software

4 resources design systems development security

5 design information programming interaction human

6 binary fractions codes numbers tutorial

7 numbers stars interactivate graph simulation

The evaluation methodology for the proposed method applies 10-fold cross-
validation. This evaluation process was repeated 50 times to obtain a significant
sample on which the results are averaged. This process was applied to the pro-
posed method, identified as KNN Topic Model, and the KNN collaborative fil-
tering methods, KNN Mean [7] based on the item-item and user-user approach,
SlopeOne [16] and on the method based on latent factor models (SVD) [17].

The proposed method and KNN methods receive as a parameter the number
of neighbors to consider. The size of the neighborhood has a significant impact
on the quality of the prediction [4]. Figure 2 shows the RMSE (Root Mean
Squared Error) for different numbers of neighbors in the different algorithms.
The error decreases as the number of neighbors grows. The error for the proposed
KNN Topic Model method is always below for different neighborhood values. In
addition, it is observed that after 40 neighbors the RMSE decreases slowly for
each of the algorithms.
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Fig. 2. Movies dataset. Influence of the neighborhood size

The results of the 50 executions of the cross validation for each algorithm
using the material dataset are shown in the Table 2 and the results when using
the movie dataset are shown in the Table 3. The number of neighbors t = 40 was
established for all neighborhood-based models. The items of the material dataset
were represented as a multinomial 7-dimensional distribution and the items of
the movie dataset as a 10-dimensional multinomial distribution. To evaluate the
predictions of the proposed method against the results of the other algorithms,
the precision metrics calculated were RMSE (Root Mean Squared Error), MAE
(Mean Absolute Error) and FCP (Fraction of Concordant Pairs), which measures
the proportion of pairs of well-classified items [18]. Unlike RMSE and MAE, the
value of FCP is better the higher it is, since it measures a proportion.

Table 2. Educational Materials dataset. Results obtained

KNN KNN KNN KNN KNN SlopeOne SVD

Model item-item Mean user-user Mean

Topic item-item user-user

Mean RMSE 0.6047 0.6848 0.8412 0.7757 0.6339 0.6575 0.6420

Mean MAE 0.4403 0.4566 0.5544 0.5126 0.4333 0.4336 0.3443

Mean FCP 0.6517 0.2075 0.4820 0.1400 0.3333 0.4133 0.4329

It is observed that the proposed method is competitive against two sets of dif-
ferent datasets. For the dataset of educational materials, the KNN Topic Model
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Table 3. Movies dataset. Results obtained

KNN KNN KNN KNN KNN SlopeOne SVD

Model item-item Mean user-user Mean

Topic item-item user-user

Mean RMSE 0.9340 1.0203 0.9385 0.9732 0.9466 0.9426 0.9402

Mean MAE 0.7359 0.8044 0.7375 0.7680 0.7462 0.7409 0.7396

Mean FCP 0.6879 0.5990 0.6867 0.6948 0.6946 0.6865 0.6889

method obtains a lower RMSE error and a higher FCP ratio. However, the MAE
metric is lower for SVD. It is emphasized that with the little information of the
materials that are available, through the use of topic modeling it is possible to
improve the FCP. In the movie dataset, more information about the interests of
the users is available, so that the proposed method, although having a compet-
itive result, does not exceed the FCP value with respect to the user-user KNN
Mean approach.

5 Conclusions and Future Lines of Work

In the present paper we managed to model a set of items detecting latent topics
in their descriptions. This allowed us to know which are the topics that describe
the items and how they relate to each other. The methodology used in the
proposed method and the validation metrics applied present preliminary results
that are satisfactory and competitive compared to traditional methods. As future
work, the application of the proposed method in other databases with associated
textual information is foreseen. It is also interesting to incorporate information
about the opinions and tastes of the user from other contexts. The results of
this work are an addition to the work previously presented in [19], where a
modeling of users was proposed through the information obtained with BTM
when identifying the topics of interest of the students of the Computer Science
School of the UNLP through their publications made in Facebook groups. In
turn, this work is related to a larger project, whose objective is to create a
recommender system for digital educational materials.
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Abstract. Developing Software Product Lines (SPLs) is a paradigm ori-
ented to reusing software within particular domains. Key aspects within
this paradigm are the inherent particularities of these domains and the
techniques applied to systematize the ways to maximize reuse. In this ar-
ticle, we describe a process for creating SPLs by reusing through domain
hierarchies, starting from the geographical domain and going deeper into
the paleontological sub-domain. In particular, our process is based on
standardizations and previous techniques already applied to another ge-
ographical sub-domain, which is marine ecology. Here we show how these
techniques are applied in the paleontological sub-domain, improving the
systematic reuse of software artifacts.

Keywords: Software Product Lines, Domain Reuse, Geographic Do-
main, Paleontology

1 Introduction

Software Product Line Engineering (SPLE) [6, 13, 18] proposes a software de-
velopment process whose main objective is to maximize the reuse of artifacts
to obtain faster-developed and high-quality software applications. Considering
that the SPL development focuses on domain-oriented reuse, the success of the
development depends on the identification, use and administration of the arti-
facts inside those domains; and therefore, the application of specific techniques
for systematizing reuse becomes crucial.

The geographical domain [11] is broad in the sense it includes general aspects
applicable to all products within this domain. Here, the creation of an SPL can be
impracticable (the amount of variability that would have to be defined within

⋆ Corresponding author
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each service will become unmanageable). So, it is logical to think about the
division into different sub-domains, where each one has certain characteristics
of the geographical domain, such as zooming in a map, obtaining coordinates,
etc; and certain special characteristics such as knowing the depth of the ocean
in certain areas. In this way, we build components designed to be part of a
hierarchy of domains; that is, a set of general services is defined at the level of
the geographical generic domain, and it is applicable to any SPL implemented
within the included sub-domains.

In the literature, SPLE is a very active research area where there are many
proposals for techniques or methods that improve the activities involved in SPL
development. This can be seen in the number of literary or systematic reviews
that exist today focused on techniques for modeling, implementation, validation,
and so on [4, 5, 12, 16]. Similar approaches to our proposal addressing a hierarchy
of domains can be those related to the development of software ecosystems or
multiple software product lines [7, 15]. In general, these works focus on the prob-
lem of having developed components for different domains that must then work
together to be integrated within the same development. In our case, these prob-
lems are minimized since the components are designed to be part of a hierarchy
within the geographical domain sharing already defined standardizations.

A first approximation to our approach has been presented in [9, 10] where we
have built an SPL within the marine ecology sub-domain, but taking common
services from higher-level domains such as the oceanographic and the geographi-
cal. In these works, we have defined a methodology for the creation of SPLs that
designs and implements a series of software artifacts necessary to communicate
and model the domain based on standardizations and proper techniques. In this
article we show the development process for the creation of SPLs, based on the
previously presented methodology [9, 10], but focusing on reusing artifacts now
created and adapted to the paleontological sub-domain. In particular, we focus
on three of the software artifacts created as part of the domain engineering.

This article is organized as follows. In the next section we briefly describe
our SPL development process oriented to the geographic domain and its sub-
domains. In section 3 we show a case study where we apply this process to the
paleontological sub-domain. Here, we model the information relevant to excava-
tions to find paleontological pieces. Then, we performed a preliminary validation
where we analyzed improvements due to reuse. Finally, we address conclusions
and future work.

2 Development Process for Building Domain-Oriented
SPLs

Figure 1 shows the four steps of our process for the domain engineering during
SPL development. Recall that this engineering is responsible for identifying,
capturing and organizing all the source information collected. As a result, it
generates a software platform with a set of reusable and configurable artifacts
that provide a common environment [18].
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Fig. 1. Development process as part of the domain engineering, along with created and
used software artifacts

In our development methodology, domain engineering is divided into two
types of analyses: domain and organizational. The former involves the analysis
and design of the information within a specific domain but focusing on a general
view. Then, the organizational analysis uses the previous information to adapt it
to the context of the SPL under development. In our application case, during the
domain analysis the general geographical domain must be analyzed, obtaining
common services that could be relevant to a set of sub-domains. Then, during
the organizational analysis, the activities are focused on the specific sub-domain,
in our case, on the paleontological sub-domain.

In Figure 1 we can see the six software artifacts that must be developed or
used in the four steps of the domain engineering. In general, each artifact is built
during the domain analysis (artifacts in gray color) and refined and completed
in the organizational analysis (artifacts in black). The first artifact, which is one
of the inputs of step 1, is the service taxonomy built as a hierarchical structure.
It shows the categories that allow classifying the different services. In previous
works, we have built this taxonomy for the geographical domain considering the
Architecture Services standard (defined in the OpenGIS Service Architecture) 3,
and the ISO/DIS 19119 std. 4 as a basis for defining services and their categories
[10].

The second artifact is a reference architecture used as input of step 2 – func-
tionality design. This architecture must specify a preliminary structure for the
interaction of the services defined in the taxonomy. As we can see, there is only
one instance of it in gray because it is reused from the one specified in the ISO
19119 std. In addition, in this step we must create the functional datasheets that
specify each of the functionalities of the geographical domain (in gray) and the
particular sub-domain (in black). They are designed through the interaction of

3 The OpenGIS Abstract Specification: Service Architecture, 2002.
4 Geographic information. Services International Standard 19119, ISO/IEC, 2005.
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the necessary taxonomy services. Also, each functional datasheet is represented
by a set of XML files that allow to automatically analyzing these models in
search of inconsistencies or incompatibilities when specifying the variability [8,
20]. Then, in step 3, the domain component derivation should be performed to
create reusable components based on the information defined in the functional
datasheets [1, 19]. As part of this step and the following one (component imple-
mentation) we have defined, in previous works, initial mechanisms that assist in
the creation of the fourth artifact (component structure) [2].

Finally, the refined artifacts determine the structure of the software that im-
plement the fifth artifact – the platform architecture. It models the way in which
each refined functional datasheet (based on the taxonomy refinement) is imple-
mented as software components. This platform is then used in the configuration
of the products to create the architecture of a specific application.

3 A Case Study in the Paleontological Sub-Domain

First of all, it is necessary to introduce some particular aspects of this domain.
In Figure 2, we show part of the conceptual model where we focus on the classes
that help us to understand the defined functionalities. To build the model, in
addition to the elicited information of the expert users of the paleontological sub-
domain, we have extracted information from the ISO standards 19109 and 19107
for geographical data, the ISO standards 21127:20145, LIDO6, and CIDOC7.
These three latest standards are specific to the paleontological sub-domain since
they define and classify services and protocols required for the management of
collections inside museums and the representation of paleontological pieces.

Figure 2 shows in gay color those classes that have been defined by the
expert users and in black color those extracted from the three latest standards.
According to the ISO 21127 std., any action that is carried out on a physical
object is represented as an activity. In particular, the activity of prospecting is
the one that reveals areas in which the extracting can be carried out by a group
of professionals. In the case of finding some specimen, the activity of setting up a
jacket (through the activity of jacketing) initiates. A jacket can contain biological
objects – specimen or piece. These are subjected to mechanical and/or chemical
procedures to correctly remove the object found. In addition, the geographical
information, such as areas and points, has been represented using the MADS
(Modeling of Application Data with Spatio-temporal features) [17] approach.

Then, based on this conceptual model and the functional requirements of the
sub-domain, we built the paleontological service taxonomy. It was defined follow-
ing the basis described in [10] through the realization of an iterative process that
involved all the stakeholders – expert users, software engineers and developers,

5 Information and documentation – A reference ontology for the interchange of cultural
heritage information

6 LIDO – Lightweight Information Describing Objects Version 1.0 – http://network.

icom.museum/cidoc/working-groups/lido/what-is-lido/
7 CIDOC Conceptual Reference Model Version 6.0 – http://www.ccc-crm.org
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Fig. 2. Part of the Data Model for the Paleontological Sub-Domain

and used the geographical taxonomy defined by the ISO 19119 std. Also here, we
used the specific rules of the sub-domain (already mentioned previously) and the
reference architecture of ISO 19119 already applied for the SPL in the marine
ecology sub-domain [9].

The reference architecture is a three-layer architecture in which the services
of the taxonomy [10] are defined and classified. The first is the human interaction
layer grouping together the services used to manage the user interface, graphics,
and visualization aspects. The second is the processing layer, responsible for
coordinating the functionalities required by the sub-domain. At the same time,
it coordinates the services of the upper layer of human interaction and the lower
layer, called model administration, which is responsible for handling data and
storage.

The taxonomy, which is defined based on the layers of the architecture, has
a set of main categories in which the corresponding services should be included.
In Figure 3 we can see some services of the category human interaction (HI) al-
ready defined previously [10]. These services belong to the geographical domain
(in gray and italic), and to the marine ecology sub-domain (in black and italic).
Also, the services of the paleontological sub-domain (in black and bold) are de-
fined. We can observe some of them that deal with different ways of information
visualization. In this case, we see the attributes of explorations and excavations
that can be displayed as tables or by means of labels directly on a map.
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Fig. 3. Some services of the HI category defined by the domain hierarchy

In this way, as a result for each category, the complete taxonomy for the
paleontological sub-domain is obtained with reused and inherited services from
the geographical domain.

The next step is the creation of the functional datasheets (third artifact)
with the functionalities of the sub-domain based on the services of the pale-
ontological taxonomy and the reference architecture. The elaboration of these
datasheets follows the same guidelines defined in previous works [1, 14] and uses
our supporting tool called Datasheet Modeler [14]. It allows developers to create
the datasheets by using variability [1] and taxonomy services, and translating
to XML files. Figure 4 shows the functionality Load excavations, which allows
registering a new excavation of an exploration already existing in the system. As
we can see, an interaction is carried out between the services of the taxonomy al-
ready defined in order to carry out the functionality. The variability represented
in this case defines that the data load must contemplate that it can be done in
places without internet connections or GPS devices. Therefore, excavation data
(such as geographical coordinates and found objects) must be allowed by man-
ually entering information. At the same time, if it is required by any product,
the options of loading data that come from spreadsheets files and/or through
the devices that contain GPS, are also contemplated.

Then, the XML files of each of these datasheets are created automatically as
outputs of the tool. These files allow us to process datasheets automatically, for
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Fig. 4. Functionality representation of Load excavations in a functional datasheet

instance for posterior validation [19, 20]; and create a preliminary structure of
reusable components (artifact 4) [2, 3], which will be later part of the architecture
of the platform (artifact 5). These components (artifact 6) must be implemented
in the last step.

4 A Preliminary Evaluation of Reuse

In this section we performed an evaluation for analyzing the degree of reuse
achieved in two of the artifacts created and described in the previous section.

Firstly, we have analyzed the reuse of the service taxonomy considering the
number of services that we have defined for the paleontological sub-domain. For
this evaluation we have analyzed three types of services:

– Completely Reusable Services (CRS) are those services of the geographical
domain or some sub-domain, which are used without modification by the
functionalities of the paleontological SPL. Examples of these services are
those that are black and red in Figure 3 and that are related to this sub-
domain.

– Reusable Services for Specialization (RSS) are new services generated from
services already defined for other domains. Examples of these services are
the blue ones in Figure 3.

– Unreusable Services (URS) are services created completely new without re-
lationship with the services of the previously developed taxonomy.

Based on these types of services, and from a total of 120 services defined as
useful, we identified a 25% as CRS, 58.3 % as RSS and 16.6% as URS. Figure
5a) shows these percentages grafically.

Then, for analyzing the functionalities, we simulated the creation of a prod-
uct in which we chose a set of ten functionalities (defined in the functional
datasheets) as part of the SPL platform, and we have randomly instantiated
them in order to generate a new product. To illustrate this process, in Figure
6 we show the Load Excavations datasheet, in which we have instantiated the
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variability for loading information by using forms or by means of GPS devices. In
this way, the resulting product will offer both options for loading an excavation.

Fig. 5. Analysis of the reuse achieved in the taxonomy and instantiated datasheets

Fig. 6. Load Excavations functionality instantiated for a particular product

A similar process was carried out for each of the ten functionalities used
for the creation of the product. For analyzing the reuse, we have analyzed the
number of Services of Other Domains (SOD) used in the functionalities and the
number of Services Included in the Domain (SID) of the taxonomy. The SODs
are those that we have classified as the sum of the CRSs and RSSs, and the SIDs
are the URSs. From this analysis, the results show, in Figure 5b), a percentage of
approximately 65% of SOD and 35% of SID. This result is reasonable considering
that many functionalities use RSS services (specialized for the sub-domain).

5 Conclusion and Future Work

In this work, we have shown a process for SPL development oriented to the
reuse of software artifacts within a hierarchy of domains. Based on previous
work, we have generated artifacts in a new sub-domain - the paleontological -
illustrating a possible reuse of our platform. At the same time, we have performed
a preliminary analysis of the reuse achieved in the construction of some of these
artifacts showing promising results.
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As future work, we will extend the process for building the artifacts that are
involved in the application engineering of the SPL.
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querimientos de software en ĺıneas de productos de software. In: CLEI 2017 : XLIII
Conferencia Latinoamericana en Informática. SLISW - Simposio Latinoamericano
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Abstract.  The goal of virtualization is the complete reproduction of physical 
computer networks in software, being able to work with logical devices and 
logical network services. To help the traditional teaching methodology through 
experimentation, the students can use a virtual and portable laboratory whenev-
er and wherever they want.  PNL (Portable Network Laboratory) is a tool for 
the deployment of a virtualized environment of computer networks allowing to 
connect, configure and communicate client and server applications. Its objective 
is to allow the student a suitable environment to verify the proper operation of 
the network services they are studying. This paper presents the main considera-
tions of the design and the implementation of PNL, as well as the results ob-
tained. 

Keywords. Virtualization. Network Services. Free Software. Computer net-
works. Education. 

1 Introduction 

Nowadays, our society access to Internet through the use of World Wide Web pro-
tocol, emails, programs that allow information sharing, etc., without knowing how 
these applications and protocols actually interact each other. However, the study of 
data networks is important for students to know how network services are able to 
transmit and interpret messages sent and received through the network. 

Configure and test the proper operation of the most common services used on the 
Internet is essential for every student of Information and Communication Technolo-
gies (ICT). Being able to do tests in a safe environment, and the capability to return to 
an initial and stable configuration, is a goal of every course dedicated to network ser-
vices. 

Allowing the applications to run on a virtual network just like a physical network is 
an achievement of network virtualization. Additionally, performing different sets of 
configuration tests and command execution or applications, allowing to save the cur-
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rent state and recover it after a while is one of the advantages of using virtualized 
environments. 

In this paper is proposed the creation of a Portable Network Laboratory, an im-
portant tool for the development of practices in the “Services in Network  Operating 
System” course and all other matters of the Computer Networks University Techni-
cian (TUR) of the National University of San Luis that require its use, helping teach-
ers and students in the teaching-learning process. PNL is the result of the authors of 
this document’s final work. 

The rest of this document is organized in the following way: the next section de-
scribes the theoretical concepts involved in the development of the prototype. Section 
3 specifies basic aspects of the proposed tool design, describing the context where it 
will be used and the issues addressed. Section 4 shows trials and experimental tests. 
After that, is explained the criteria used in the selection of the prototype technology 
adopted. Finally, conclusions and future work are detailed. 

2 Background 

This section introduces different concepts used in the development of our work, high-
lighting the virtualization, types and implementations. Then, different technologies 
are described. 

2.1 Virtualization 

When a computer is used, the operating system (OS) is installed and executed di-
rectly over the hardware and it takes advantage of its potential in a complete way. 
However, there are some kind of program called virtualization software or virtual 
machine that emulates certain hardware, taking advantage of the real resources of the 
computer. On top of these softwares is possible to install an OS as it was on a real 
computer, calling it guest OS. The guest OS works, broadly speaking, like a main OS, 
so all his functions and characteristics are available, turning it into a perfect tool for 
making tests. 

Virtualization refers to the process of physical devices replacement for virtual 
ones, availables by using a software. Servers, workstations, networks, and applica-
tions can be virtualized. In order to do that, the virtualization software manages the 
physical resources of that machine: memory, CPU, storage, and network bandwidth, 
among the most relevant aspect. 

With the decrease of the amount of physical equipment, the virtualization brings 
benefits like reduction in maintenance costs and energy consumption. This originates 
a consolidation of the serves, optimizing the use of the physical space. 

2.2 Virtualization types 

In Virtualization, there are several ways to achieve the same result through differ-
ent levels of abstraction, being the most used [2, 3]: 
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● Paravirtualization: this mechanism adds a special set of instructions (called 
hypercalls), replacing the instructions of the set of instructions referred to the 
architecture of the real machine. In the x86 architecture, for example, the hy-
pervisor is executed just above the physical hardware (Ring 0) so the guests 
OS run at higher levels. The core of the guests OS needs to be modified in 
order to use the hypercalls. On the other hand, the advantage is a virtualiza-
tion low overload. 

● OS level: this technique virtualizes the physical server at the OS level. Here, 
the host OS is a modified kernel that allows the running of multiple isolated 
containers, also known as Virtual Private Servers (VPS) or virtualized serv-
ers.  Each container is an instance that shares the kernel of the host OS. It has 
a low overload, and its implementations are widely used. The main incon-
venient is that it does not allow to virtualize different OS types others than 
host OS. 

● Full Virtualization: this technique is used for the emulation of a processor 
architecture over other architecture. It allows to run unmodified guests OS, 
emulating each instruction of the first one through the code translation on the 
second. The advantage of the full emulation of the processor is its portability 
multi-platform and OS. The disadvantage is the overload caused by the emu-
lation on software of the complete set of instructions  

● Hardware Assisted: this type of virtualization implements a new Ring (Ring 
-1) with a higher privilege than the four Rings normal processor architecture. 
The CPU extensions for the virtualization support allow to run the guests OS 
without any modification, so they work in Ring 0, while the hypervisor runs 
in Ring -1. This allows to support the virtualization without using the full 
virtualization or paravirtualization. The advantage of this technique is the re-
duction of the overload caused by the software emulation. 

Each of the types of virtualization named can be implemented using various tech-
niques such as those listed below. 

2.3 Virtualization implementations  

In order to implement virtualization environments there are different technologies. 
In this subsection a survey of some existing technologies is made: 

● KVM (Kernel based Virtual Machine) [4]. It's a free software tool which al-
lows the assisted virtualization by hardware, for Intel and AMD platforms. 
It's included by default from the kernel 2.6.20 of Linux, allowing fast im-
plementations. Is supported by the community and has a huge amount of 
administration tools that can be used together. 

● Xen [5]. Is a hypervisor for virtualization developed with free software. The 
virtualization is implemented with paravirtualization or assisted hardware. It 
has a spread support in the developer’s community and a mature implemen-
tation, for over 10 years. 

● LXC (Linux Container) [6].  Is an interface in user space for OS Level virtu-
alization, and it is implemented with a powerful API (Application Program 
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Interface) and simple tools, allowing the Linux users to create and manage 
containers in an easy way. The development of this interface was made using 
free software and the support is actually included in the majority of Linux 
distributions. Its development started  in 2008 year. 

● Docker [7]. Is a tool of free software that implement OS level virtualization, 
allowing to package environments and applications that later can be de-
ployed over other OS with this technology. Docker accesses to the virtualiza-
tion of Linux kernel by the libcontainer library, or indirectly through LXC. 
This project began in 2013. 

● Proxmox [9]. Is an open code platform that does not virtualize by itself. It us-
es the KVM hypervisor to support hardware assisted virtualization and LXC 
to support OS level virtualization. It has a very complete administration web 
site, allowing to make all administration from a web browser. It is based on 
Debian distribution, available since 2009. 

● VirtualBox [10]. Is a virtualization software that uses hardware assistance 
and full virtualization techniques. The software was offered under a privative 
software licence, but in 2007, after years of development, an Open Source 
Edition version came up, Virtualbox OSE under the GPL 2 licence. 

● Qemu [11].  Is a tool that allows virtualization and hardware architecture 
emulation. When it is used to virtualize, Qemu uses a full virtualization 
technique, when is used as a hardware emulator, it can execute another archi-
tecture’s programs. It can be used together with the hypervisor Xen o KMV. 
The first stable version of the software dates from 2006, so it’s development 
is mature.  

There are other virtualization softwares, but the previous ones only were considered 
in this paper for free licences reasons. 

3 Design of a Portable Network Laboratory: PNL    

The main objective of this work is to create an environment where a computer net-
work can be built using a virtualization method. Below is detailed the context in 
which it will be used, the problems and motivations, the objectives pursued and the 
technologies used to create the PNL prototype. 

3.1 Context  

A network service is an application that provides information to different clients 
that do a request for it. Generally, network services are installed over the OS of one or 
more servers to share information and resources with client computers. 

The present work has as main objective to be used in the “Network Operating Sys-
tems Services” course corresponding to the 3rd level of the Computer Networks Uni-
versity Technician (TUR). This course develop high practical skills in the students 
since it is mainly based on configuration, start-up and test of different services. 

The network services used in this course are: Dynamic Host Configuration Proto-
col (DHCP), Email (SMTP), Domain Name System (DNS), Hypertext Transfer Pro-
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tocol (HTTP), Proxy, Firewall, Virtual Private Network (VPN) and Server Message 
Block (SMB).   

3.2 Problems and motivation 

Due the practical nature of the subject, in its first cohort during the 2009 year there 
were several drawbacks to carry out this practices efficiently in the Physical, Mathe-
matics and Natural Sciences Faculty Laboratory of the San Luis National University. 
Some of these are detailed below: 

● Limitation in amount of networks for carrying out the studies of routing on 
network layer. It was needed at least two physical networks or an active de-
vice capable to create different Vlan, but there was no availability. 

● Limitation in multi-homed network interfaces. The machines that had the 
role of routers, needed at least two network interfaces, but there was no 
availability. 

● Limitation in the number of computers, which didn't allow access the ser-
vices from many clients simultaneously. 

● Unavailability of free software to install some services in the proprietary OS 
installed in the computers. 

● Lack of administration permissions in laboratory computer’s OS to install 
and/or modify the services to be tested. 

● Propagation of services tested to the complete faculty’s network such as 
DHCP and DNS, delivering fake network address, gateways and resolutions 
to domain names to the whole campus. 

● Finally, if the students tried to recreate these practices at their homes, they 
may find the same or greater limitations, because they usually had only one 
computer available. 

With the aim of improving laboratory practices, particularly the teaching-learning 
process, the motivation for the PNL implementation appears. 

3.3 Previous work: ADIOS Distribution 

As a short term alternative to solve some of the problems presented in point 3.2 a 
survey  among various virtualization software and test scenarios was done. 

Different simulation alternatives were evaluated, such as Cisco Packet Tracer [12], 
CLOONIX [13] or virtualization tools such as VNUML (Virtual Network User Mode 
Linux) [14] of the Madrid  Polytechnic University, or ADIOS [15] of the Australian  
CQ University. Due his functionality and use of scarce hardware resources, ADIOS 
was selected. It is a distribution based on Fedora Release 8 live CD that uses User 
Mode Linux (UML) [16] to create virtual machines, has some services needed by the 
Course already installed, and a very flexible network topology [17], as can be seen in 
Fig 1. 
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Fig. 1. Interconnection detail between ADIOS VM network cards. 

 
As the ADIOS distribution is free and open source, it was possible to make several 

modifications over the years, adapting it to the matter needs. Some of the changes 
were: 

 De-assignment of pre-configured network addresses, and active interfaces in the 
VMs, in order to activate and configure the necessaries in each exercise. 

 Installation of OpenLDAP service; telnet, elinks, mutt and thunderbird client appli-
cations. 

 Problem resolution related IPv6 addresses assigned through EUI-64, due to poorly 
generated mac addresses. 

 Scripts creation to store changed configuration files  and a command history exe-
cuted in each virtual machine.  

 Accessibility modification, such as: font size in terminals and creation of a GUI to 
start or stop virtual machines. 

At now, the distribution (with a size of 650 Mb) is fully functional to perform all 
the practices of the course, allowing it to be used from a liveCD. Therefore, without 
installing any software, students can perform the exercises proposed in faculty labora-
tory, or at their home. The only they need is a computer with a CD reader and at least 
512 MB of RAM memory. 

However, new problems arose due to the hardware update in the FCFMyN labora-
tories two years ago. The ADIOS kernel (2.6.24) does not recognize some new multi-
core processors, so it does not work with them, getting a kernel panic while is boot-
ing. 

In addition to this new limitation, the version of the services on which ADIOS was 
developed have ten years old.  Many of them presents new features that are desirable 
to be teached in this course. An attempt was made to update ADIOS to newer version 
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of the different services used, but due to dependency problems of other packages and 
the kernel itself, it was impossible to do so. 

3.4 Proposed Goals: 

The specific objectives and scope of PNL are detailed below: 

 Develope a free and open source tool. 
 Deploy a virtualized computer network in an unique physical computer without 

installing additional software in his OS. 
 Create a working set with at least 6 nodes and different OS on its. 
 Interconnect in different way the created nodes, in order to satisfy different link 

layer topologies 
 Store all the configuration changes done to use them in the future. 
 Create a bootable image to boot from a DVD or a USB. 
 Resources optimization in order to be used in hardware limited computers. 

3.5 Proposed technologies for the development: 

For the implementation of the different nodes, the use of virtualization technolo-
gies is proposed, which allows to abstract and isolate the different nodes from each 
other. Between they emphasize KVM, XEN, LXC, VirtualBox, Qemu, Uml. 

The proposal of link layer connectivity between nodes is the use of virtual interfac-
es (vnics) and virtual switches, such as Open Vswitch. An alternative method to con-
sider is the use of Vlans. 

To deploy application services, the use of GPL software is proposed, which allows 
great flexibility in order to make different configuration types. 

Storage in virtual machines is proposed through the use of Snapshot technologies, 
applied in each virtual machine (depending on the hypervisor to be used), or through 
the use of storage technologies such as LVM. 

In order to get resources optimization in virtual machines, the use of a CLI (Char-
acter Line Interface) interface is proposed, such as the Bourne Shell. 

4 Test bed 

In this section the tests that were made in each of the virtualizations are presented. In 
order to do that, two computers were used with the following hardware: 

 Computer 1: AMD Athlon (tm) 64x2 dual core processor with 2Gb of RAM 
memory, disk storage SAMSUNG HD080HJ of 8Gb. Motherboard  ASUS M2N-
MX SE Plus. 

 Computer 2: AMD Athlon (tm) 64X2 dual core processor with 2Gb of RAM 
memory, disk storage of 160Gb. Motherboard ASUS M2N-MX SE Plus. 

On the other hand, the OS used were Ubuntu 12.04 LTS, Debian 8 and Debian 9. 
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4.1 Tasks in each virtualization environment: 

 Study of LXC, VNX, CLOONIX and snapshots technologies. 
 Virtualization of LAN and WAN networks, testing the connection between the 

different hosts. 
 Interconnection between two, four and six virtual hosts. 
 Quantification of the resources consumption of the virtual machines. 
 Installation, verification and testing of the services used in the Course. 
 Access and interaction to a graphical remote desk of a virtual machine using free 

software VNCserver tool. 

Following the network scheme proposed by ADIOS, the Linux support was used for 
bridging and, according to the docker documentation about it [18, 19], it was possible 
to successfully set up an environment with the same characteristics. 

4.2 Technologies comparison:  

After the installation of all the tools needed for a correct operation of each one of the 
virtualizations techniques, a comparison was made between them.  Table 1 shows the 
comparison made in detail. 
 

Feature 
 

KVM VIRTUAL 
BOX 

QEMU LXC 

     
Disk space 6 Gb per virtual 

machine 
8 Gb per 
virtual ma-
chine 
 

2 Gb per 
virtual ma-
chine 
 

488 Mb per 
container 
 

RAM memory 
space 

300 Mb per virtu-
al machine 
 

512 Mb per 
virtual ma-
chine 
 

512 Mb per 
virtual ma-
chine 
 

14 Mb per 
container 

Host interconnec-
tion 

YES YES YES YES 

Table 1.    Comparison between virtualizations techniques. 

 

5 Technology selection criteria and prototype evaluation 

   As one of the objectives proposed was that the laboratory can be reproduced by the 
students in their homes, and due not all the computers have hardware support for vir-
tualization, the techniques that uses hardware assistance were discarded and therefore 
KVM was not used. 
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Additionally, it was not necessary to emulate other processor architectures in the 
proposed laboratory, so the use of QEMU to virtualize did not add any improvement. 

  Finally, from the comparison made in table 1, and with the feature "few hardware 
resources" in mind, was decided to make the prototype using the virtualization tool 
DOCKER. 

The prototype developed is in evaluation process nowadays. Although it has had a 
preliminary evaluation by the Course Professors, the real and exhaustive evaluation 
will be carried out when the students will use it next year, in “Services in Network  
Operating System” Course. Then, it can be analyzed the weaknesses and strengths 
present in PNL. 

However, it was possible to observe the correct construction of various network 
topologies, the correct communication between different hosts and the correct opera-
tion of all the services used in the Course. The prototype is available to be download-
ed and used for free [20]. 

6 Conclusions and future work 

  PNL meet almost all of the proposed goals.  The work showed in this paper is 
considered very important in the development the practices of "Services in Network  
Operating System” course, being a fundamental tool in the process of teaching-
learning.  As a free software development, it is permitted to use it by another course, 
that  needs some similar requirements.  

On the other hand, we are analyzing the possibility to add Microsoft Windows as 
guest OS, in order to develop the practice of SMB and test it on different OS. 

It is also desired that PNL can be executed from a removable media like a USB, to 
store the changes of configurations, because this objective not reached yet. 
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